
 

 

 

3. 2-D SIMULATION OF GASEOUS SPECIES CONCENTRATION PROFILES 
IN A HYPOTHETICAL RESERVOIR BASIN WITH REACTIVE 
STRATIFIED FLOW 

 

This section brings together techniques previously developed in this thesis. The 
formulations previously described, where MDBC is applied as the outlet BC to momentum 
and species governing equations, are used to compute concentrations profiles for selected 
situations. Thus, Equation 105 is the basic equation that applies in the following simulation 
tests. It must be noted that, in these computations, flow velocities do not need to be calculated 
directly, its coupling to the concentration being provided by the stream function derivatives 
(Equation 105). It is also to point out that the vorticity transport equation encompasses the 
buoyant term (Equation 88) and also contributes to the coupling of concentration to the 
momentum transport. 

 

3.1 Concentration Profile Simulations Tests 

The computational code that was developed is provided with enough resources that 
make possible GQ integration of variable number of points and to generate meshes in two 
shapes. Nevertheless, to limit the risk of being redundant, this section restricts itself to results 
produced in discretized domains of 1800 regular triangular shape elements, where integrations 
were performed exclusively through GQ of seven points. 

This mesh was chosen based upon experiments already made in Section 2. It was 
found that this refining can produce stable solutions within practical computing times, in face 
of the hardware available. The criteria already used in Section 1 (Equation 50) is also 
observed in order to obtain appropriate time stepping. 

It is to note that, in huge reservoir basins, the time to detect notable changes of 
concentration transport under chemical reaction, flow and weather influence may be very 
large to be of interest of simulation testing. So, time is set arbitrarily, as if phenomena were 
occurring in an accelerated time scale. 

In order to cope with general reservoir dynamics, the code simulates gas evolution 
from the bottom, as may be the case of a flooded terrain that was covered by vegetation which 
undergoes anaerobic decomposition. In order to simulate biomass depletion, the number of 
spots that generates gas is programmed to decrease with time, through conveniently 
formulated EBCs (Equation 107) in the code function applCC2 (Appendix B). Features of the 
code that simulates blowing wind on the reservoir surface and environmental driven loads are 
also explored. 

 

3.1.1 No wind blowing on reservoir surface 

For zero surface vorticity (ωs), which means no wind blowing on reservoir surface (see 
Equations 75 to 78), Figure 33 shows outcomes for flow parameters such as arbitrarily equal 
two-dimensional diffusivity coefficients (Dx = Dy = 0.5), Re = 100 and decay coefficient of – 
0.5. It illustrates the two-dimensional transport of the gas and the dynamic of the biomass 
depletion, which shows reduction of the gas production area as time progresses, assuming 
there is no biomass renovation. The concentration profiles obtained indicate consumption of 
the reactive gas along the reservoir depth, its vertical and longitudinal transport due to 
diffusion and convection, and some bubbling at the surface. 
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Figure 33 – Gas concentration profile computation for different time lapses (Re = 100) 

 
(A) 

 

 
(B) 

 

 
(C) 

 
Tags: (A) – Time elapsed = 1.0; (B) – Time elapsed = 2.5; (C) – Time elapsed = 4.0. 

 

 

Figures 34 A and B illustrate the effect of smaller diffusivity coefficients for the same 
flow pattern (Re = 100) and for the same decay rate of – 0.5. As it can be noted, in spite of the 
greater elapsed time, simulation foresees larger gas depletion due to oxidation because smaller 
diffusivity naturally implies in longer residence time of the reactant in the medium. In Figure 
36 B, besides the chemical reaction, the longitudinal velocity component couples to 
longitudinal diffusional transport, because Dx is greater than Dy, flattening the concentration 
profile. This may imply in non-reacted gas ejection from the reservoir to the outside, what is 
observed in actual cases (LIMA et al., 2008). As a consequence, in both figures, the amount 
of gas to bubble at the surface is reduced consistently. 
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Figure 34 – Gas concentration profile for different diffusion coefficients (Re =100; time 
elapsed = 5.0.) 
 

 
(A) 

 

 
(B) 

 
Tags: (A) Dx = Dy = 0.1; (B) Dx = 0.1; Dy = 0.01. 

 

 

Figure 35 – Gas concentration profile for k = – 2.0 (Re = 100) 

 
(A) 

 
(B) 

 
Tags: (A) Dx = Dy = 0.5; Time elapsed = 4.0; (B) Dx = Dy = 0.1; Time elapsed = 5.0. 
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Figures 35 A and B, by their turn, illustrate the effect of larger reaction rate (k = – 2.0) 
for the same flow conditions of Figures 33 C and 34 A, respectively. As expected, it is shown 
that larger consumption of the reactive gas and its concentration is restricted to lower depths. 
However, it is expected that, after a considerable time, the gas may eventually reach the 
surface, if there is still decomposing biomass substrate, what is depicted by Figure 36. 

 
Figure 36 – Gas concentration profile for k = – 2.0 and elapsed time = 20 (Re = 100; Dx = Dy 

= 0.5). 

 
 

Figure 37 – Gas concentration profile for various Re (Dx = Dy = 0.5; k = – 1.0; time elapsed = 
10.0). 

 
(A)  

 
(B)  

 
(C)   

Tags: (A) – Re = 100; (B) – Re = 500; (C) – Re = 1000. 
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Figures 37 A, B and C, above,  illustrate the effect of changing the flow pattern by 
varying Re. The figures depict variable concentration distribution and species mixing which 
seem to increase with increasing Re, as it would be expected. The results of these figures were 
obtained for the same diffusivity coefficients, decay parameters and elapsed times. 

 

3.1.2 Wind blowing on reservoir surface 

 As shown in the preceding section, wind blowing on the water surface is supposed to 
change the value of the corresponding boundary vorticity, implying in modification of the 
flow velocity profile (see again, for instance, Equations 75 to 78). As expected, the simulation 
shows that the concentration profile also is influenced. 

Figure 38 is the outcome for a simulation where flow parameters are similar to those of 
Figure 37 B. Nevertheless, wind blowing tangentially on the water surface, in the opposite 
direction of the longitudinal flow, is simulated by imposing a vorticity boundary value of 1.0 
(ωs). It is observed that the concentration profile changes, moving nearest to the bottom at 
first and showing a tendency to resurface at the reservoir last half, what is in accordance with 
the velocity profile depicted by Figures 21 and 28. 

 

Figure 38 – Gas concentration profile for wind blowing on the reservoir surface (ωs = 1.0). 

 

 

In Figure 39, it is depicted a simulation where the wind blows in the same direction as 
the longitudinal flow, which is here achieved by imposing a vorticity boundary value of – 1.0 
(ωs). Other flow parameters are the same as those of Figure 39 C. It is observed that the gas 
shows a tendency of spraying and mixing along the reservoir length, mainly at smaller depths, 
transported by the higher flow velocities of the surface, what is in accordance with the 
velocity profile depicted by Figure 29. 

 

Figure 39 – Gas concentration profile for wind blowing on the reservoir surface (ωs = – 1.0). 
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3.1.3 Cyclic environmental effects simulation 

 Figure 40 depicts a simulation where the inflow changes under the influence of a 
seasonal effect, in a similar case to that depicted in Figure 23, where the flow inlet parameters 
(Table 3) are multiplied by (1+cosmπt). For this outcome, it was assumed no wind blowing at 
the surface and the flow parameters are: 2-D diffusion coefficients equal to 0.5; reaction term 
equal to – 1.0 and an arbitrary time limit of 20. Stressing again the difficulty to figure out the 
dynamic of these periodic changes in a static figure, we observe that the concentration profile 
assumes a form that is likely to be under influence of velocity profile variation (see Figure 
23). 
 
Figure 40 – Gas concentration profile for cyclic inflow variation (Re = 100). 

 

Figure 41 – Gas concentration for cyclic driven surface wind variation (Re=100). 

 

 

 
Tags: (A) – ωs = 1+cos2πt; (B) – ωs = –(1+cos2πt; (C) – alternate surface vorticity. 

(A) 

(B) 

(C) 
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Figures 41 A, B and C, above,  show cases related to concentration profiles matching 
those of Figures 24 to 26 for velocity profile, that is, when the blowing wind at the surface 
undergoes cyclic changes of magnitude and/or direction. The flow parameters are the same as 
those of Figure 40. 

Figure 41 A matches the case of a wind blowing in the opposite direction of the 
longitudinal flow with variable intensity, resulting in a concentration flattened profile but of 
different intensity as the one of Figure 38. Figure 41 B depicts the influence of a variable 
intensity blowing wind in the same direction as the flow. Alike Figure 39, the gas mixes and 
diffuses along the reservoir, but in different quantities due to the variable magnitude of the 
blowing wind. Finally, Figure 41 C is the outcome of a situation where, at first, there is no 
wind (ωs = 0), then a wind is set to blow in the opposite direction to the flow (ωs = 1.0) and 
last in the same direction as the flow (ωs = – 1.0).  

The situations sketched by Figures 40 and 41 imply in solving the vorticity transport 
equation with time varying BC, being particular cases as those already explored in Sections 1 
and 2, now further explored for the simulation of the concentration distribution coupled to the 
flow velocity. It means also a transient variation of the surface tension, what obviously 
implies in different concentration profiles whose shapes are in accordance to the velocity 
distributions computed in the last section. The ability to capture such features, induced by 
environmental conditions to which the reservoirs are exposed, is another contribution of this 
thesis, which is provided for a future complete simulation code. 

 

3.2 Closure 

 In Section 2, the formulation for flow velocity encompassed the particularities 
developed in this thesis, such as transient BCs and the use of MDBC as an outlet BC, in order 
to simulate features of flow in reservoirs.  

As a consequence, the mathematical model tested in Section 1 was updated in order to 
couple the flow velocity to the concentration govern equation and computations of gas 
concentration profiles that occur in hydroelectric reservoirs, where gases evolve from the 
bottom and react in their path to the surface, were presented. 

The simulations were now able to represent more faithfully concentration profiles 
driven by environmental conditions, such as variable inlet feed, wind blowing on the water 
surface and density profiles, constituting the envisaged tool that can be used to meet the 
requirements of a closed simulation package. 

It must be observed that the outcomes presented try to capture the behavior of dynamic 
changing systems that is not always depicted by static figures alone. Also, it must be added 
that, although not explored in this section, which worked with constant diffusion and rate 
coefficients, the code is able to calculate local diffusion and rate coefficients once their 
geographical profile is known, as it can be noted in function calcSElem(e) of the code 
(Appendix B). 



 

 

 

CONCLUSION 

 

 In summary, the scope of this thesis was to draw a formulation that implied in a 
computing method prone to be used as a tool to simulate a hypothetical hydroelectric plant 
reservoir. In these reservoirs, it is known that gases evolve to the atmosphere, mainly carbon 
dioxide and methane (WWW.KOLUMBUS.FI, 2007), as a consequence of biomass anaerobic 
decomposition on its bottom. Thus, it is expected that the research of a suitable method for 
simulation of flow velocities and gas concentration could be effectively used to counteract 
harmful effects of these greenhouse gases release, as well as to enable its use them as power 
source, as pointed out by Bambace et al. (2007). 

Then, in Introduction Section, a sketch of reservoirs dynamics was made, finding basis 
for the study of the simulation of stratified flows as a model to represent the dynamics of 
these water bodies. According to practical observations collected, the evolved gases may react 
with dissolved oxygen in the reservoir water, reach the surface and bubble to the atmosphere 
or else, may be carried outside the domain by the flow, through the drains of the dam (LIMA 
et al., 2008). Obviously, it is a reactive flow where the main attentions must be given to the 
discharge flow, longitudinal, and the gas vertical flow reaching the surface, where chemical 
reaction occurs. As these velocity components seem to encompass the main aspects of the 
flow, it was decided to restrict the study to 2-D simulations, even though large reservoirs 
would not necessarily feature symmetry in z coordinate. Such domain is subjected to 
environmental conditions showing cyclic changes (CUSHMAN-ROISIN, 2014), that can be 
represented by time dependent and periodic functions but demand further investigation of 
proper BC. Having in mind that flow in reservoirs have flow at low velocities, an average 
hydrodynamic field was assumed and no turbulence models were introduced in the evolution 
equations. Density variations caused by different depth temperatures and by concentration 
gradients of gas were decided to be represented through the Boussinesq approximation in the 
vorticity transport equation, not smearing the simplicity of the model. Therefore, vorticity and 
stream function formulation of the Navier-Stokes equations was assumed for the system 
modeling. A “slice” of the reservoir was then taken supposedly aligned to inflow and outflow 
positioning, as illustrated by Figures 7 and 14. Numerical procedure FEM schemes were 
adopted, assuring the necessary flexibility to deal with problems of multidimensional reactive 
flows in complex geometries. 

Following, Section 1 dealt with the research of a computing method for simulation of 
chemical species concentration in a two-dimensional reactive flow subjected to time 
dependent inputs. Preparatory work was carried out in order to fulfill gaps still existing in the 
scope of this work, like the development of multidimensional analytic solutions of the species 
conservation equation applied to cyclic loads (Annex A) and the development of proper 
downstream BCs for the same class of environmental conditions (Annex B). These works 
were reported in the Proceedings of the Brazilian Society of Computational and Applied 
Mathematics (OLIVEIRA FILHO; MANGIAVACCHI, 2017) and the Brazilian Journal of 
Chemical Engineering (OLIVEIRA FILHO et al., 2017), respectively. They comprise 
analytical developments reaching a new formulation by employing a BC that extend the 
physics of the problem to the domain boundaries, in an effort to capture variations in the 
domain limits due to time dependent inputs. This kind of BC was already suggested by the 
literature, as it may be found in Bristeau et al. (1987), but it does not seem to be ever 
implemented. Here, it was termed Material Derivative Boundary Condition (MDBC), due to 
its mathematical layout and is one of the main contributions of this thesis. 
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A MATLAB code prototype using a simple GFEM formulation was developed to test 
computations using the MDBC. Aware that this simple numerical scheme could experience 
instabilities and oscillations, appropriate criteria were used for time step and element size, as 
described in Section 1. In these experiments, velocity and concentration profiles were 
uncoupled in order to achieve verification through comparison with published and developed 
analytical solutions for concentration profiles. Analysis of the obtained solutions showed that 
MDBC could better capture the effect of periodic input at the boundaries than traditionally 
used BCs (Table 1). 

Section 2, by its turn, coupled the flow velocity profile to species concentration 
problem, by taking into account density variations due to dissolved gas with the use of 
Boussinesq hypothesis. In this section, the MDBC was used in a novel formulation for 
vorticity transport (Equation 82), another main contribution of this work, making it possible to 
adopt similar treatment for the governing equations for species transport. The computational 
implementation was done by expansion and completion of the previous code prototype and 
then, two-dimensional flow velocity profiles were able to be simulated, taking into account 
several situations driven by environmental conditions. A major difficulty, faced in this phase 
of the research, was the proper handling of vorticity at the solid boundaries, due to the lack of 
correspondent BCs. This difficulty was overcame by the equation system uncoupling, as 
suggested by the literature. So, first, the stream function was solved, then wall vorticity was 
computed, both from Equation 62. Then, field vorticity was calculated from Equation 82. 

 The finite elements scheme used here also relied simply in GFEM for space 
discretization, without using any upwinding technique. The use of a fully implicit time 
discretization scheme together with proper mesh refining made possible to approach solutions 
for Reynolds Numbers up to 1000, without exploiting the effects of the numerical viscosity. 
Although running in limited hardware capability, simulations with meshes up to 2025 
elements were performed in practical computational times with acceptable oscillations 
smoothing. Thus, it was possible to cover the span of simulations of flows more likely to 
happen in reservoirs, in other words, those driven mainly by surface winds and buoyancy 
forces, with large retention times. The accuracy of the solutions was demonstrated by the 
application of the core of the algorithm to the well-known problem of lid-driven cavity flow. 
This benchmark was adopted for verification because the reservoir model is, itself, close to 
cavity flow. Outcomes verify the code (Figure 32 and Table 5) which may be assumed to 
represent the schematic behavior of the flow characteristics. 

 Section 3 brought together the techniques developed in previous ones and shows 2-D 
outcomes for gas concentration profiles obtained by the computation of the governing 
equations system comprised by Equations 2, 3 and 4 but with a coupled velocity profile for 
the species transport equation (Equation 105). For the same span of Reynolds Numbers and 
mesh refining as before, gas concentration profiles were simulated and aspects of different 
situations were discussed. It was found that gas distributions changed in accordance with flow 
Reynolds Numbers, diffusion coefficients and decay ratio and also are influenced by 
environmental effects, reinforcing the verification achieved by the model in Sections 1 and 2. 

Thus, it may be finally concluded that the envisaged tool was attained and that the 
features listed in the Closure of Introduction Section were also provided. 

 This thesis occupies itself much more of the development and verification of a new 
mathematical model rather than a closed simulation code. Looking this way, it does not 
exhaust the object. Nevertheless, multiple paths were open to pursuing new research that 
might hit other outstanding goals.  
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In the field of applied mathematics, for instance, the supposition of inclined outlet 
flow, as suggested by Equation 73, could generalize the MDBC solution for vorticity 
transport, although more difficult to implement. The introduction of a two fluid or two-phase 
model, rather than the homogeneous flow model used here may also lead to novel and very 
contributing formulations and make it possible more precise simulations. Considerations for 
introducing the Energy Equation in the system of governing equations, coupling the 
temperature field, could also be made. But this coupling must be carefully weighted because 
of environmental weather conditions that strongly influence and often force the temperature 
field. Although implying in a very large computational effort, it looks promising that a three-
dimensional model be developed with the use of the vector potential (AZIZ; HELLUMS, 
1967) in order to keep on applying stream function and vorticity concepts. This model would 
provide, undoubtedly, means of achieving a complete simulation in such a large basin as a 
reservoir, extending the periodicity of outlet conditions, so well represented by MDBC, to the 
z coordinate. Turbulence models could also be applied in the construction of a new model. 
However, this must be subjected to analysis, maybe based on experimental data, in order to 
evaluate in what types of basin, in which situations and when it would be rewarding to adopt 
them. 

 In the field of computational programming and simulation, it is to note that, although 
written in MATLAB, a high level programming language, an effort was made in order to 
make feasible an easy translation of the algorithm into a low level language, like C++ or 
FORTRAN. As it can be verified in Appendices B and C, the codes were programmed in 
several functions that practically constitute subroutines. In these functions, logic, meshes and 
matrices are mostly built by hand, not necessarily using MATLAB resources, and integrations 
are solved numerically through the use of GQ, also specifically programmed. Thus, a 
following step might as well be to translate these codes in some of those closer-to-hardware 
languages. This might enhance the possibilities of the simulation, just as refining further the 
mesh and obtaining more accurate solutions within practical computational times, without 
exceeding the capacity of the hardware usually available in our universities and research 
institutes. For three-dimensional models simulations, for instance, it seems crucial. An easier 
task could be to make more prominent the nonlinear feature of the code in respect to 
concentration profile computation. Although not explored within this thesis, the code is able 
to calculate local diffusion and rate coefficients once their geographical profile is known, as it 
can be noted in function calcSElem(e) of the code (Appendix B). Also not explored, due to 
time limitations, is the generation of a moving mesh, in order to simulate seiches that imply in 
varying surface levels that often takes place in large reservoirs (PACHECO, 2009). A raw 
programming for this feature was made, but the computational cost was very high and, for 
now, it was left aside. 

 Finally, if a simulation package is intended to be of practical use, it obviously needs to 
make use of experimental data collected in laboratory and on field. Thus, future works in the 
experimental field are envisaged. For instance, development of methods and appliances, as 
well as selection of dams and of parameters to be measured comprise a huge, expensive and 
complex task that is bound to be pursued as soon as possible. 
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APPENDIX A – STREAM FUNCTION, VORTICITY AND VELOCITY TEST 
COMPUTATIONS WITHOUT BOUYANT TERM 

 

 This appendix collects tests carried on within the Reynolds Numbers span expected as 
covering most usual flow patterns that occur in hydroelectric reservoirs basins. These tests 
were carried in order to secure conditions where the code would perform stable and also to 
experiment some of its features. It can be noted that the outcomes have different mesh sizes 
and shapes and that integration is performed with GQ of different numbers of points. 

 The corrugated surface that is observed in the discretized domains was tested, but not 
implemented in the text, because it requires a more elaborate programming that is left for a 
future work. It was also found that the computational time for its implementation could imply 
in deviation of the core of this work 

 All results presented correspond to the case where there is no wind blowing on the 
water surface, what means imposing a surface boundary condition for vorticity such that ωs 
=0.0. 

 

A.1 Longitudinal velocity computation tests 

 

Figure 42 – Stream function, vorticity and longitudinal velocity (Re = 10; outlet NBC; 1800 
triangular elements mesh; GQ of seven points). 
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Figure 43 – Stream function, vorticity and longitudinal velocity (Re = 10; outlet MDBC; 1800 
triangular elements mesh; GQ of seven points). 

 

 
Figure 44 – Stream function, vorticity and longitudinal velocity (Re = 50; outlet EBC; 900 

quadrangular elements mesh; GQ of nine points). 
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Figure 45 – Stream function, vorticity and longitudinal velocity (Re = 100; outlet MDBC; 900 
quadrangular elements mesh; GQ of nine points). 

 

 
Figure 46 – Stream function, vorticity and longitudinal velocity (Re = 100; outlet EBC; 1800 

triangular elements mesh; GQ of seven points). 
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Figure 47 – Stream function, vorticity and longitudinal velocity (Re = 100; outlet NBC; 1800 
triangular elements mesh; GQ of seven points). 

 

 
Figure 48 – Stream function, vorticity and longitudinal velocity (Re = 500; outlet EBC; 1800 

triangular elements mesh; GQ of seven points). 
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Figure 49 – Stream function, vorticity and longitudinal velocity (Re = 500; outlet NBC; 1800 
triangular elements mesh; GQ of seven points). 

 

 
Figure 50 – Stream function, vorticity and longitudinal velocity (Re = 1000; outlet EBC; 1800 

triangular elements mesh; GQ of seven points). 
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Figure 51 – Stream function, vorticity and longitudinal velocity (Re = 1000; outlet MDBC; 
1800 triangular elements mesh; GQ of seven points). 

 
 

A.2 Vertical velocity computation tests 

Fig 52 – Vertical velocity computation (Re = 100; 1800 triangular elements mesh; GQ of 
seven points) 
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Fig 53 – Vertical velocity computation (Re = 500; 1800 triangular elements mesh; GQ of 
seven points) 
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