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ABSTRACT

TERIN, R. C. Terin Different viewpoints for the Gribov problem in Euclidean
Yang-Mills Theories. 2020. 157 f. Tese (Doutorado em Física) – Instituto de Física
Armando Dias Tavares, Universidade do Estado do Rio de Janeiro, Rio de Janeiro, 2020.

The infrared regime of Yang-Mills theories is still an unsolvable problem in the-
oretical physics. The attempt to describe in a clear and suitable way the phenomenon
of confinement of gluons and quarks is far from being finished. In this manuscript, we
study two different viewpoints for the quantization of Yang-Mills theories by taking into
account the effects of Gribov copies. The first one is the well-known Gribov-Zwanziger
framework reinvented by including bosonic and fermionic gauge-invariant local compo-
site fields through a detailed construction of a nonperturbative BRST symmetry. This
gives us the possibility to extend this model to another class of gauges in a correct man-
ner, the so-called linear covariant gauges. Then, we prove its renormalizability to all
orders in a loop expansion by using the algebraic renormalization method. The other
one is the Serreau-Tissier approach, in this framework we establish a good explanation
for the generation of the gauge field (gluon) mass added in the particular Curci-Ferrari
phenomenological model proposed by M. Tissier and N. Wschebor by using the symme-
try restoration phenomenon. To accomplish that, we also discuss the similarities between
the nonlinear sigma models in two space-time dimensions and quantum chromodynamics.

Keywords: Quantum Field Theory. Supersymmetry. Yang-Mills theories. Gauge fields
(Physics).



RESUMO

TERIN, R. C. Terin Different viewpoints for the Gribov problem in Euclidean
Yang-Mills Theories. 2020. 157 f. Tese (Doutorado em Física) – Instituto de Física
Armando Dias Tavares, Universidade do Estado do Rio de Janeiro, Rio de Janeiro, 2020.

A descrição dos efeitos da região infravermelha das teorias de Yang-Mills ainda é
um problema não resolvido na física teórica. Uma fundamentação que descreva de ma-
neira clara e consistente o fenômeno do confinamento de quárks e glúons está longe de ser
obtida. Desta forma, nesta tese estudar-se-á duas diferentes abordagens à quantização das
teorias de Yang-Mills que consideram os efeitos das cópias de Gribov. O primeiro cenário
é o bem estabelecido modelo de Gribov-Zwanziger reescrito de maneira BRST-invariante,
com isso, adicionar-se-á na correspondente ação, campos compostos locais invariantes de
calibre tanto bosônicos quanto fermiônicos. Portanto, estender-se-á o modelo para ou-
tros calibres que não o de Landau, por exemplo, os calibres lineares covariantes. Assim,
realizar-se-á o estudo da prova da renormalizabilidade deste sistema a todas as ordens
em teoria de perturbação através do método da renormalização algébrica. O segundo ce-
nário a ser desenvolvido nesta tese foi apresentado na última década, o chamado modelo
de Serreau-Tisier, usando este ponto de vista, obter-se-á finalmente uma boa explicação,
de primeiros princípios, para a geração da massa do campo de calibre (glúon) presente
no modelo particular de Curci-Ferrari através do fenômeno da restauração de simetria.
Apresentar-se-á também uma discussão sobre as semelhanças entre o modelo sigma não
linear em duas dimensões e a Cromodinâmica Quântica.

Palavras-chave: Teoria quântica de campos. Supersimetria. Yang-Mills, Teorias de.
Campos de calibre (Física).
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INTRODUCTION

Quantum Field Theory (QFT) is the mathematical tool for our current unders-
tanding of particle physics. The quantum field theoretical interpretation of elementary
particles has been successful since it was first established in quantum electrodynamics
(QED) in the late 1920ties. The first applications to elementary processes were the spon-
taneous decays of excited atoms, the Compton effect and the electron-electron scattering.
The next development was achieved in the late 1940ties, for example, the extension of
the covariant perturbation expansion by Tomonaga, Schwinger and Feynman in addition
with the idea of renormalization allowed to compute higher order corrections to the ele-
mentary processes of electrons and photons. This led to a prediction for the anomalous
magnetic moment which was found experimentally very close to its observed value for the
free electron from the Dirac theory of relativistic quantum mechanics (RQM). Therefore,
this is an example of how QFT can describe or even predict some phenomena in nature.

The idea of symmetry being a fundamental actor for the development of funda-
mental theories in physics comes from the last century. The main argument is that all
the physical laws have their origin in some symmetry, i.e., all interactions in nature are
determined when objects (physical observables) are invariant under the action of certain
operators on them. This is the well-known "principle of symmetry". The Standard Model
(SM) was constructed five decades ago and it is at the heart of our understanding of
three of the four fundamental interactions: electromagnetic, weak and strong ones. The
gravitational interaction is missing in the SM. Up to date the SM describes remarkably
well the physics than we expected. For example, the detection of the Higgs boson in the
Large Hadron Collider (LHC) (1) was responsible for giving such intellectual credit to the
model.

The strong interaction, as mentioned before, belongs to the SM of particle physics,
this interaction is responsible for keeping the cohesion of atomic nuclei in the presence
of the repulsive electromagnetic interaction between charged protons. The particles that
experience the strong interaction are known as hadrons. They can be classified in two
families, the baryons (e.g protons, neutrons) and the mesons (e.g. pions). Theoretical
and experimental physicists have been investigating the dynamics of hadrons for decades.
An important contribution to this field is the quark model, proposed by Gell-Mann and
Zweig in 1964 (2, 3). Looking at the abundance of different hadrons observed in particle
detectors it is clear that baryons which are particles composed by an odd number of va-
lence quarks and mesons composed by one quark and one antiquark are not elementary
particles in the naive sense of the word “elementary”. The observed symmetry patterns
between the hadrons, described by quantum numbers known collectively as "flavor"(which
is like a multidimensional extension of isospin) strongly suggested a composite structure,



12

since it would take only a small number of sub-nuclear particles, with the correct fun-
damental symmetry characteristics, to permit the construction of the large variety of
observed particles. Also, experimental hadron physics determined very precisely the par-
tonic substructure of the nucleon leaving unquestionable that the parton structure at low
energies is formed by spin 1

2 particles called quarks and spin 1 particles known as gluons,
these fundamental particles are one of the building blocks of our universe.

Indirect experimental evidence of the existence of quarks was obtained and it was
found that there exists six different types, namely: (u) up, (d) down, (s) strange, (c)
charm, (b) bottom and (t) top. It was realized that the different flavors did not provide
a sufficient set of quarks to explain what was indirect observed. One of the problems was
the attempt to find a force that would attract the quarks together so strongly that they
could never (or only rarely) be free particles and yet would not show up as a comparably
strong force among the observed hadrons, seen as bound configurations of quarks. The
second issue was with the Pauli exclusion principle which assumes that the two-particle
wave function must be antisymmetric. Then, let us make a brief remark at this moment.
Let us consider the Bohr orbits of two electrons in the helium atom. If we forget about
the spin degree of freedom and if we consider the interactions between electrons to be
small, the Pauli exclusion principle would impose to insert one electron in the ground
state and other one in the first excited state, at odds with experimental evidences. This
principle turns out to be save when one has both electrons in an antisymmetric spin state,
which corresponds to spin zero. In order to solve a problem similar to that of helium, it
was proposed in the period of 1964 and 1965 by Greenberg, Han and Nambu (4, 5, 6) a
solution of these issues by introducing extra quantum numbers to describe quarks, as a
consequence each flavor of quark come with three degrees of freedom. During 1970ties the
gauge theories had become more popular, thus the idea of binding quarks with a gauge
field was developed. In that decade, Gell-Mann, Fritzch, Leutwyler and Bardeen (7, 8)
introduced the term "color"to describe these additional degrees of freedom and proposed
a gauge theory based on the color SU(3) symmetry group. Therefore, it was explained
nicely the Pauli exclusion principle and the color charge which is the basis for a binding
force for the quarks 1.

At very high energies, i.e, through small distances, QCD is asymptotically free.
This property, which was discovered by Politzer, Gross and Wilzeck states that quarks
and gluons behave in this regime like free particles (9, 10). These authors in their seminal
works discovered that the theory at the quantum level produces a fundamental, dimension-
full scale ΛQCD which controls the modification of the coupling constant g with energy

1 There was a proposal that quarks could not be bosons nor fermions, it was analyzed specially by O.
W. Greenberg (4), however has not proved successful.
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scale. The coupling decreases with increasing energy, this event was confirmed in the ki-
nematic variation of cross-section measurements from deep-inelastic scattering data. The
decrease is fast enough that QCD keeps its self-consistency in all extreme energy regimes:
high center-of-mass scattering energies, high temperatures, large baryon chemical potenti-
als, etc. Therefore, one consequence of asymptotic freedom is that the QCD Lagrangian is
scale invariant in the regime of energy much higher compared to the masses of the quarks,
and the interactions of these fundamental particles are determined by the dimensionless
parameter g.

It is well-established that quarks and gluons have not been detected outside ha-
drons and in spite of the fact that the confinement hypothesis was formulated several
decades ago our understanding of the confinement mechanism(s) still lacks a better un-
derstanding. Thus, in opposite to other nonperturbative phenomena of interest in QCD
like the dynamical breaking of chiral symmetry, UA(1) anomaly and formation of relati-
vistic bound states, the phenomenon of confinement has conflicts with nowadays widely
accepted foundations of quantum field theory (QFT). It is believed that most of the fe-
atures of QCD, and in particular the mechanism of confinement can be understood by
studying the YM theories (11) that consist in the pure gauge sector of QCD. The quanti-
zation problem for nonabelian gauge theories within the framework of perturbation theory
was first addressed by Feynman (12), DeWitt (13, 14) and Faddeev-Popov (15). In the
low energy sector, nonperturbative techniques are required because the standard pertur-
bation theory is invalid, this occurs as a consequence of increasing value of the gauge
coupling. Therefore, if some framework in the continuum could give us an easy and a
rigorous way to treat the problem of the infrared sector, it would be possible to have a
fundamental explanation about the phenomenon of the confinement of quarks and gluons.
Being more specific, the difficulty for solving the confinement issue lies in the fact that
the standard techniques which proved to be efficient in QED, are not applicable in the
low energy regime of QCD. In QED the gauge coupling is small enough, so one can apply
the standard perturbation theory, which means that one can write down a power series
in the gauge coupling.

Even if one omits quarks in QCD is still possible to consider the remaining theory
as confining one. Despite the fact that there is no real experimental evidence, lattice si-
mulations have shown that gluons form bound states which we call glueballs 2 . Therefore,
it is already interesting to investigate pure QCD without quarks, and try to find out what
happens. The nonperturbative techniques, based on the studies of the Dyson-Schwinger

2 However it is still possible to have unconfined gluons and bound states. Generally, we must impose
that the gluons do not belong to the physical spectrum by construction of a physical subspace using
the well-known BRST symmetry (Becchi-Rouet-Stora-Tyutin) and its algebra (16, 17, 18).



14

equations, functional renormalization group, Kugo-Ojima criterion, Gribov-Zwanziger ap-
proach and its refined version have provided a fruitful ground for a better understanding
of the behavior of the two-point Landau gauge gluon correlation function in the infrared
region, see (19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40,
41, 42, 43). One could say that confinement is hidden in the behavior of the gluons. The
output of these investigations is in quite good agreement with the lattice data on the gluon
propagator, which exhibits a violation of the reflection positivity (44, 45, 46, 47, 48). This
peculiar behavior of the gluon propagator is commonly interpreted as a signal of gluon
confinement, due to the impossibility of attributing a physical meaning to the gluon as
an excitation of the spectrum of the theory.

In virtually all analytic approaches to nonabelian gauge theories, it is necessary
to fix the gauge. This is done through the Faddeev-Popov quantization which offers
consistent results within the perturbative treatment of gauge theories. As was shown
by Gribov in (35), the Faddeev-Popov method is however based on some hypothesis
which are not well established outside the perturbative regime. The problem arises from
the fact that a local gauge-fixing condition is not enough to fix completely the gauge
freedom, allowing for gauge equivalent configurations, the so-called Gribov copies, even
after imposing the gauge-fixing condition. It was soon realized that this is not a particular
problem of some specific gauge-fixing, but an intrinsic problem related to the nontrivial
geometrical structure of nonabelian gauge theories (49).

The Gribov-Zwanziger (GZ) approach and its refined version (RGZ), which is one
of the possibilities to study nonperturbative effects in QCD and it was originally proposed
to by-pass the Gribov issue, has been under strong analysis in the recent years, with the
main interest on setting up its BRST invariance, we refer to (50, 51, 52, 53, 54, 55, 56,
57, 58, 59, 60, 61, 62, 63, 64) for previous efforts. In (65), the existence of an exact
BRST invariance of the Gribov-Zwanziger action and its refined version has been reached
through the use of a nonlocal, transverse and gauge-invariant field Ah,aµ , introduced in
(66, 67), which enables a manifest BRST-invariant framework.

One of the subjects which will be developed in my thesis consists in propose an
extension of the investigation done in (65, 68, 69, 70, 71, 72, 63, 73, 74, 75) about the
renormalizability properties of the local and BRST invariant RGZ action including, at this
time, the nonlocal fermionic gauge-invariant composite fields in the Dirac fundamental
representation and it’s own horizon-like function using the linear covariant gauges (LCG)
as a gauge-fixing condition. For instance, as the theory is nonlocal, we must first localize
it by adding auxiliary fields and then prove using the algebraic renormalization method
(76) to all orders in a loop expansion the renormalizability of the RGZ framework in LCG
including the fermionic gauge-invariant composite fields.

In the last decade an alternative formulation for the improvement of the Faddeev-
Popov to deal with Gribov’s problem was proposed by J. Serreau and M. Tissier in Landau
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and nonlinear covariant gauges (77, 78, 79). This construction is based on averaging first
over Gribov copies with a pseudo nonuniform weight in a way that their degeneracy is
lifted. Then, a second average over the gauge field configurations must be realized when
the Yang-Mills action is performed. Thereby, this gauge-fixing condition can be cast in a
local field theory form by means of the replica trick method (80, 81), which is very useful
for disordered systems in statistical physics.

From lattice simulations it was observed that the gauge field (gluon) has a massive
behavior. Keeping this in mind, several attempts to generate the gluon mass with the
gauge-fixing described in (77) were proposed but none of them were completely satisfac-
tory. In the original work done by J. Serreau and M. Tissier, a gluon mass was generated
under the questionable assumption that two limits can be inverted. In (79), the gluon
mass was generated due to the presence of collective effect in an extension of the gauge fi-
xing to nonlinear Curci-Ferrari-Delbourgo-Jarvis gauge. Unfortunately, in the limit where
this gauge coincides with the Landau gauge, the mass tends to zero. In this manuscript,
we finally give a satisfying solution to the generation of the mass in this context.

This thesis is organized as follows: In chapter (1) we make a review about the
Yang-Mills theories and its perturbative quantization given by Faddeev-Popov method
emphasizing the importance of the BRST symmetry for a local formulation for those the-
ories. Moreover we present the criteria about confinement developed by Kugo and Ojima,
the Neuberger 0/0 problem and the necessity of improvement of the Faddeev-Popov gauge-
fixing procedure in infrared regime due to the presence of the Gribov problem which brings
the theory the well-known Gribov copies. In chapter (2) we present two different view-
points to deal with Gribov ambiguities in the continuum. The first one, the so-called
Gribov-Zwanziger and its refined version, is more famous and it has been studied for
almost 43 years. Therefore, we review the proposal developed by V.N. Gribov whom im-
plemented the no-pole condition. Some years later an improvement was done in terms of
the horizon function by D. Zwanziger. Furthermore, the soft breaking of BRST symmetry
and the formation of dynamical masses are also discussed. The second one to be presen-
ted in chapter (2) is the Serreau-Tissier framework. We will review some aspects of this
approach, associated with the gauge-fixing proposal and its functional integral formalism
in Landau gauge. Furthermore, this approach can be formulated by the extremization
procedure to give the possibility of lattice simulations. Then, we reconsider the way that
J. Serreau and M. Tissier proposed a continuum formulation by a local action which is free
of Gribov ambiguities and prevents the Neuberger problem of the Faddeev-Popov proce-
dure. In chapter (3) the particular gauge-fixing developed by J. Serreau and M.Tissier
will be reformulated by addressing the question of whether the phenomenon of symmetry
restoration is realized or not in this particular model. Therefore, this chapter finally gives
a satisfying solution to the generation of the gauge field mass in this context. In chapter
(4) we present the construction of the Gribov-Zwanziger framework in a BRST invari-
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ant way with a bosonic gauge-invariant composite field when nonperturbative effects are
considered on the functional integral and on the own operator responsible for the BRST
transformations in Landau gauge and then its extension for linear covariant gauges in a
local and correct manner. In chapter (5) we identify a local refined Gribov-Zwanziger
action in linear covariant gauges including the fermionic gauge-invariant composite fields
and present the Ward identities, which are of great importance to the study of the re-
normalizability of this model by the algebraic renormalization method. In chapter (6)
we show that our proposal for the RGZ action including gauge-invariant local fermionic
fields is renormalizable to all orders in a loop expansion bringing a fundamental scenario
where perturbative computations are well-defined. Finally we present our conclusions and
future perspectives.

This manuscript is only a little part of the works developed during these four years
of P.h.D (63, 64, 82, 83, 84, 85, 75). Being more specific, in (63), we worked out the
first attempt to prove the renormalizability of the Gribov-Zwanziger action quantized in
linear covariant gauges for pure Yang-Mills theories. An all order proof was established.
However in this work the model was developed in the approximation Ahµ = ATµ , i.e. the
horizon function was written only in terms of the transverse component of the gauge field.
In the work (64) the gauge-invariant operator A2

min, and corresponding gauge-invariant
transverse field configuration Aahµ were investigated in a general class of gauge-fixings,
which shared similarities with ’t Hooft’s Rζ-gauge used in the analysis of Yang-Mills
theory with spontaneous symmetry breaking. The construction showed to be a perfectly
well-behaved model in the ultraviolet which turns out to be renormalizable to all orders in
a loop expansion. In particular, the pivotal role of the transversality constraint ∂µAahµ = 0
was underlined throughout the paper. It is precisely the direct implementation of this
constraint in the local action which made a substantial difference with respect to the
conventional Stückelberg theory. In fact the component of the Stückelberg propagator
which gave rise to non-renormalizable ultraviolet divergences was removed. In particular,
one can observe that, similar to what happens in the case of ’t Hooft’s Rζ-gauge, the use
of the general class of gauge-fixings provided a mass µ2 for the dimensionless Stückelberg
field ξa. This a welcome feature which can be effectively employed as a fully BRST
invariant infrared regularization for ξa in explicit higher loop calculations.

In (82), the N = 1 supersymmetric Yang-Mills theory in the presence of the com-
posite local operator A2, Aµγµλ and λ̄λ was analysed. The Wess-Zumino gauge and the
Landau gauge-fixing condition were adopted, all the above operators have been included in
the starting action by means of the construction of a generalized BRST operator encoding
both gauge and supersymmetry transformations. Further, using the algebraic renormali-
zation procedure, an all order proof of the renormalizability of the resulting action was
achieved. This work can be considered as a first step towards a possible understanding of
the formation of the dimension two condensate 〈A2〉 in N = 1 Super Yang-Mills and of
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its eventual relationship with the well established condensate 〈λ̄λ〉. In the work (83) we
took a first step towards the understanding of Stückelberg-like models in supersymmetric
nonabelian gauge theories. The gauge-invariant transverse field configuration V H was
investigated in the supersymmetric Yang-Mills theory with Landau gauge. An auxiliary
chiral superfield Ξ was introduced to compensate the gauge variation of the vector super-
field V , thus preserving gauge invariance of the composite field V H . This gauge-invariant
composite field has allowed the construction of a local BRST-invariant massive model.
Both V and Ξ are dimensionless, which led to ambiguities in defining both the mass term
and the gauge-fixing term. However, working with a generalized gauge-fixing term, we
found that the model is renormalizable to all orders of perturbation theory.

In (84), we discussed the N = 2 supersymmetric mechanics with one (real) central
charge for the multiplet (1, 2, 1). A prescription to obtain deformed N = 2 models by
central charge was developed. To establish this in a superfield approach, we introduced
deformed covariant derivatives, which took into account the new terms related to the
central charge. As an application, we obtained a deformation of one-dimensional non-
linear sigma model. Also, we have recast the particular nonlinear sigma model of the
(86) and shown an equivalence between the two prescriptions for some specific transfor-
mations. However, we noted that an introduction of deformed derivatives allowed us to
implement this extended supersymmetry in a more simple way, once we maintained the
superfields and it was not necessary to decompose the Lagrangian in components and add
counterterms to recover the supersymmetry. Also, we considered an implementation of
the superalgebra in two-dimensional field theory. We interpreted the central charge as a
momentum operator of the spatial-dimension v. In this assumption, the supersymmetric
transformations (with central charge) are fully fixed. As an application, we discussed a
supersymmetric model which exhibited topological configurations in the bosonic sector
and nontrivial fermionic solution.

In (85), we concluded the algebraic proof of the renormalizability of a N = 1
super-Yang-Mills theory for SU(N) group in a supersymmetric version of the maximal
Abelian gauge (MAG). The proof presented was analogous to that one presented in (83)
in the case of Landau gauge. The main difference was that the gauge symmetry group
was explicitly splited into its diagonal and off-diagonal parts. This split was made obvious
from the diagonal rigid symmetry and the consequent generalized Jacobi identities enjoyed
by some invariant tensors presented in the model. It was observed that there was a mass
degeneracy among the (N2 − 1) directions of the group. Therefore, once we had at our
disposal this SUSY version of MAG, it was possible to partially break the mass degeneracy
and define two different mass parameters, one for the (N − 1) diagonal components and
the other one for the N(N − 1) off-diagonal components.

In the work (75), we pursued the previous investigation started in (74, 87) by
introducing, in addition of the gauge-invariant composite fields Ahµ and AhµAhµ, their spinor
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gauge-invariant counterparts (ψh, ψ̄h). The main result obtained is that the starting action
in presence of the gauge-invariant composite operators (ψh, ψ̄h) is renormalizable to all
orders in perturbation theory. This work was the first step to deal with the operators
(ψh, ψ̄h). Such operator will be employed in this manuscript in order to construct an
effective kind of matter horizon function, in analogy with the so-called Gribov-Zwanziger
horizon function (38) enabling to restrict the functional integral to the Gribov region Ω,
to get rid of the Gribov copies in linear covariant gauges.
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1 THE INFRARED REGIME OF YANG-MILLS THEORIES

1.1 Nonabelian gauge symmetry

When C.N. Yang and R.L. Mills (YM) (11) developed a gauge theory for nona-
belian fields it was considered rather a curiosity. However, nowadays nonabelian gauge
theories are known as the fundamental field theories due to their rich underlying struc-
ture. The YM theories are invariant under local gauge transformations of the internal
group symmetry SU(N) (88). Additionally, the SU(N) gauge transformation is done by
the unitary operator

U = e−igω
aTa , (1)

where g is the gauge coupling and ωa denotes a local (x-dependent) transformation pa-
rameter with the group being defined by the generators T a in the fundamental represen-
tation, which are Hermitian and traceless. Moreover, a runs from a = 1, ...., N2 − 1 and
is the internal group symmetry index known as the color index. The generators obey
commutation relations of the form

[T a, T b] = ifabcT c. (2)

The real numerical factors fabc are the well-known structure coefficients of the group and
are antisymmetric in all the indices. It is also defined that the group generators are
normalized such that

Tr(T aT b) = 1
2δ

ab. (3)

For SU(2), we can choose T a = 1
2σ

a , where σa is a Pauli matrix, and fabc = εabc, where
εabc is the completely antisymmetric Levi-Civita symbol. For the construction of a gauge
theory using the SU(N) symmetry group, it is required that the gauge fields have to
belong to some group representation and, with this, it proves useful to rewrite the theory
not in terms of (N2 − 1) Aaµ fields, although in terms of a matrix field Aµ, that we define
as (38, 88),

Aµ = T aAaµ, (4)
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with T a, as previously mentioned, the generators in the fundamental representation. The
gauge transformation then read

AUµ = U(x)Aµ(x)U †(x) + i

g
U(x)∂µU †(x), (5)

where Aµ are N ×N matrices traceless and Hermitian; U(x) is a special unitary matrix.
For the infinitesimal gauge transformation case with the related parameter ω(x), the
equation (1.1) will be

AUµ (x) = Aµ − ∂µω(x) + ig[Aµ(x), ω(x)] = Aµ(x)−Dµω(x), (6)

where the covariant derivative reads:

Dµω(x) = ∂µω(x)− ig[Aµ(x), ω(x)], (7)

one still needs a kinetic term for Aµ(x). Let us define the field strength as

Fµν ≡
i

g
[Dµ, Dν ] (8)

= ∂µAν − ∂νAµ − ig[Aµ(x), Aν(x)]. (9)

Thereby, it can be checked that the field strength transforms covariantly under gauge
transformations as

F ′µν = U(x)Fµν(x)U †(x). (10)

With this result, the pure YM action in the four dimensional Euclidean space using SU(N)
as the gauge symmetry group 3 is written in the following way:

SYM = Tr
∫
d4x

(
1
2FµνFµν

)
, (11)

where SYM is a gauge-invariant action, and can serve as a kinetic term for the SU(N)
gauge field 4. Moreover, from (9) one also sees that SYM includes interactions among the
gauge fields. A theory of this type, with nonzero fabc , is called nonabelian gauge theory
or Yang–Mills theory.

3 The Wick rotation is only done through the Minkowiski to Euclidean space in the infrared sector, i.e.,
the Faddeev-Popov operator is only defined in the Euclidean space.

4 Note, however, that the field strength itself is not gauge-invariant, in contrast to the situation in U(1)
gauge theory.



21

1.2 Gauge-fixing procedure

It is well established that one needs to fix the gauge first in order to implement
a field-theoretical approach to correlation functions be directly computed. Indeed, the
2-point vertex function is transverse and therefore not invertible. This implies that the
gauge field propagator, one of the building blocks of field theory is not defined. Also,
the conjugate momentum of Aµ, Πµ = F0µ is null for the temporal mode µ = 0 making
impractical the use of canonical quantization. These are standard characteristics of gauge
theories and are related to the presence of equivalent field configurations, i.e, when a
gauge transformation is done, two field configurations Aµ and AUµ are physically identical.
In the functional integral formalism, the expectation value of a gauge-invariant observable
Oinv is defined as

〈Oinv[A]〉 =
∫
DAOinv[A] exp(−SYM [A])∫
DA exp(−SYM [A]) . (12)

The gauge invariance implies that two field configurations Aµ and AUµ that are associated
by a gauge transformation have the same contribution to both numerator and denominator
of the r.h.s of eq.(12). Moreover, we define the gauge orbit as the set of field configurations
that are all related to one another by gauge transformations. Therefore, the idea of gauge-
fixing consists in restraining the path integral in (12) to just one field configuration (one
representant) per gauge orbit. The usual implementation of this idea was proposed by
DeWitt, Faddeev and Popov in 1967 (14, 15). We shall characterize it in the sequence by
starting with the following generating functional 5

Z =
∫
DAUµ exp

(
− SYM [AUµ ]

)
, (13)

which is ill-defined for the gauge-invariant YM action (11) due to the gauge freedom of
the fields. One tries to select only one representative per gauge orbit by imposing a gauge
condition (an additional constraint), for instance the Landau gauge condition

∂µAµ = 0. (14)

As this manuscript is based on Landau and linear covariant gauges, we are going to fix
the gauge as

∂µA
a
µ = fa(x), (15)

5 We neglect the Schwinger sources for the first two chapters of this manuscript.
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which makes possible to analyze the quantization of Yang-Mills action for both gauge
conditions.

1.2.1 The Faddeev-Popov method

We incorporate the gauge condition (15) via the following nontrivial trick. This
attempt is to choose in the path-integral only one representative per gauge orbit obeying
the gauge condition referred previously. With this in mind and following (89) in details,
Faddeev and Popov (15) proposed the following integral

Q =
∫
DAµ T [Aµ]B

[
f [Aµ]

]
detF [Aµ], (16)

where DAµ represents the volume element composed by the gauge fields Aµ, T [Aµ] is
considered as a functional of the gauge fields Aµ, furthermore T [Aµ] obeys the following
gauge-invariance requirement

T [Aζµ]DAζµ = T [Aµ]DAµ , (17)

with Aζµ being the gauge-transform of Aµ with a gauge parameter ζa. Moreover, B
[
f [Aµ]

]
is a weight function defined for general functions fa(x) which imposes the gauge condition.
For the last, detF [Aµ], is established by

detF [Aµ] =
(
δfa[Aζµ, x]
δζb(y)

) ∣∣∣∣
ζ=0

, (18)

we must take into account the same integral Q now using as the integration variable the
transformation of Aµ with a new parameter u, i.e.,

Q =
∫
DAuµ T [Auµ]B

[
f [Auµ]

]
detF [Auµ]. (19)

We have to make some remarks about this expression before go on, e.g., ua(x) is any
arbitrary however fixed set of gauge transformations parameters and (19) can be compared
as a simple changing like the integral

∫+∞
−∞ p(x)dx turning out to be

∫+∞
−∞ p(y)dy. Now, let

us enjoy the gauge invariance of DAµ and T [Auµ] to redefine the eq. (19) as

Q =
∫
DAµ T [Aµ]B

[
f [Auµ]

]
detF [Auµ]. (20)
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As ua(x) was defined as an arbitrary set of gauge transformations, the l.h.s of (20) is
independent on it. Therefore, one can at this time integrate (20) with respect to u with
some auxiliary weight ρ[u], which will be defined later, thus one can infer that

Q
∫
Duρ[u] =

∫
DAµ T [Aµ]C[Aµ] , (21)

where C[Aµ] is given by,

C[Aµ] =
∫
Duρ[u]B

[
f [Auµ]

]
detF [Auµ] . (22)

At this moment, let us define ũ a new parameter related to the product between the gauge
transformations of the parameters ζ and u, i.e.,

(Auµ)ζ = (Aũµ)(u,ζ) . (23)

If one applies the chain rule of partial functional differentiation, one has

Fabx,y[Auµ] =
δ fa[(Auµ)ζ , x]

δζb(y)

∣∣∣∣
ζ=0

=
∫
d4w

δ fa[(Aũµ), x]
δũc(w)

∣∣∣∣
ũ=u

δ ũc(w)
δζb(y)

∣∣∣∣
ζ=0

, (24)

where one can establish

J ac
x,w[Aµ, u] =

δ fa[(Aũµ), x]
δũc(w)

∣∣∣∣
ũ=u

=
δ fa[(Auµ), x]
δ uc(w) , (25)

and

Ycbw,y = δũc(w, u, ζ)
δζb(y)

∣∣∣∣
ζ=0

. (26)

Thus, one can rewrite detF [Auµ] as

detF [Auµ] = detJ [Aµ, u] detY [u] . (27)

Following (27), it is possible to infer that detJ [Aµ, u] is identified as the Jacobian of the
transformation of integration variables from the ua(x) to fa[Auµ, x]. Therefore, making a
convenient choice for the weight-function ρ(u) = 1

detY[u] , one can replace this expression
in (22) and obtains

C[Aµ] =
∫
Dua(x)B

[
f [Auµ]

]
detJ [Aµ, u] . (28)
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Changing the variable integral from u to f , detJ [Aµ, u] can be characterized as the
Jacobian determinant and the last integral (28) is simplified in the following manner

C[Aµ] =
∫
Dfa(x)B[f ] = C . (29)

Finally, it is possible to write that
∫
DAµ T [Aµ] = 1

C
Q
∫
Dua(x)ρ[u] . (30)

To compute the expectation value of some gauge-invariant operator, Oinv, one can adopt
the previous result by choosing T = Oinv exp{−Sinv} and T0 = exp{−Sinv} to obtain the
following expression

〈Oinv〉 =
∫
DAµOinv exp{−Sinv}∫
DAµ exp{−Sinv}

=
∫
DAµT [Aµ]∫
DAµT0[Aµ] =

∫
DAµT [Aµ]B[f ] detF∫
DAµT0[Aµ]B[f ] detF . (31)

A convenient choice for B[f ] is:

B[f ] = exp
(
− 1

2α

∫
d4xfa(x)fa(x)

)
, (32)

where α is the gauge parameter. Now, let us take the most simple covariant gauge
condition, i.e.,

fa[Aµ, x] = ∂µA
a
µ(x) . (33)

Thereby, B[f] provides a modification in the action (13) by adding a gauge-fixing term,
namely

Sgf = 1
2α

∫
d4x

(
∂µA

a
µ

)2

. (34)

The expression (31) will be given by

〈Oinv〉 =
∫
DAµT [Aµ] exp{−Sgf} detF [Aµ]∫
DAµT0[Aµ] exp{−Sgf} detF [Aµ] =

∫
DAµOinv exp{−(Sinv + Sgf )} detF [Aµ]∫
DAµ exp{−(Sinv + Sgf )} detF [Aµ] .

(35)

From (35) one can conclude that the gauge-invariant operator is computed by using or
not the gauge-fixing condition. Nonetheless, unfortunately in the continuum the previous
integrals have some problems when we do not fix the gauge, i.e., they are ill-defined.
Moreover, δ(f − ∂µAµ) can be represented by the well-known Nakanishi-Lautrup field iba

that implements the gauge condition (90, 91), furthermore one needs to make another
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trick, i.e, one integrates over the functions f(x) which changes the overall normalization
constant, the partition function will be write as

Z =
∫
Df exp

(
− 1

2αTr
∫
d4x f(x)f(x)

)
δ(f − ∂µAµ)

∫
DAµ det

(
δF
δζ

)
exp

(
− SYM [Aµ]

)

=
∫
DAµ det

(
δf

δζ

)
exp

(
− SYM [Aµ]− 1

2αTr
∫
d4x (∂µAµ)2

)

=
∫
DAµDb det

(
δf

δζ

)
exp

Tr(1
2FµνFµν + ib∂µAµ + αbb

2

) . (36)

One can re-express the Faddeev-Popov determinant by an integral over Grassmann fi-
elds. These fields are known as Faddeev-Popov (FP) ghosts (ca, c̄a), which are scalar
anticommuting fields, i.e.,

det
(
δF
δζ

)
= det(∂µDµ) =

∫
DcDc̄ exp

[∫
d4x

(
c̄a ∂µD

ab
µ c

b

)]
. (37)

Notice that ca and c̄a are not related by Hermitian conjugation but represent two indepen-
dent Grassmann fields and the covariant derivative is written as Dab

µ = ∂µδ
ab + gfabcAcµ.

In this way, one arrives at the following generating functional for pure YM fields,

Z =
∫
DAµDcDc̄Db exp[−SYMFP ], (38)

where the action (11) will be rewritten as

SYMFP = SYM + SFP

=
∫
d4x

(1
4F

a
µνF

a
µν + iba∂µA

a
µ + α

2 b
aba + c̄a∂µD

ab
µ c

b
)
. (39)

Eventually, one obtains that the expectation value of a gauge-invariant quantity Oinv[A],
i.e.,

〈Oinv[A]〉 =
∫
DAµDcDc̄DbOinv[A] exp(−SYMFP [A])∫
DAµDcDc̄Db exp(−SYMFP [A]) . (40)

The classical field equation for b provides the gauge-fixing condition fa = −iαba. From
equation (39), for α = 0, one has the Landau gauge. When α = 1, one obtains the
Feynman gauge. These particular choices are interesting because they simplify the gauge
boson propagator at tree level, i.e.,

〈Aaµ (p)Abν (−p)〉 =
(
δµν −

pµpν
p2

)
1
p2 δ

ab + pµpν
p2

α

p2 δ
ab . (41)

When α = 0,

〈Aaµ (p)Abν (−p)〉Landau =
(
δµν −

pµpν
p2

)
1
p2 δ

ab . (42)
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For α = 1, one has

〈Aaµ (p)Abν (−p)〉Feynman = δabδµν
1
p2 . (43)

To finish this section, it is important to make some comments about the ghosts of Faddeev-
Popov. For example, they are required to preserve unitarity of the S-matrix elements
and precisely cancel the unphysical degrees of freedom of the gauge bosons. For this
subject, we refer to Aitchison and Hey (92). Also, they re-establish an invariance of the
total action. The gauge invariance (symmetry) is replaced by another adequate invariance
(symmetry) — the BRST transformation. This is essential to establish the Ward identities
(Slavnov-Taylor identities for nonabelian case) in order to prove the renormalizability of
a nonabelian QFT. We shall discuss the BRST transformation in next section.

1.2.2 BRST transformation

The Lorentz invariance of the theory can be manifest with the method of Faddeev-
Popov described in the previous section. However, one has to choose the gauge, which
hides the gauge invariance of the theory. This invariance constrains the number of terms
appearing in the action that are disposable as counterterms to absorb ultraviolet diver-
gences and, as a consequence, it is fundamental to prove the renormalizability of the
theory.

Extraordinarily, as briefly underlined in the last section, even after we select a
gauge, the path integral (38) does have a residual symmetry called BRST symmetry
associated to the gauge invariance. This symmetry was identified by Becchi, Rouet, and
Stora (16, 17) and independently by Tyutin (18) in 1975, a few years later the works done
by Faddeev-Popov and De Witt. This symmetry can be presented as it was originally
discovered, i.e. as a by-product of the method of Faddeev and Popov or it can also be
regarded as a replacement for the Faddeev-Popov approach.

As is well-known, with the introduction of the gauge-fixing term SFP , the gauge
invariance of expression (39) is replaced by the nilpotent BRST transformations using
the operator s. This BRST symmetry is kind of a supersymmetry, where it transforms
fermions in bosons and reciprocally. In the present case, the BRST transformations take
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the form

sAaµ = −Dab
µ (A)cb ,

sca = g

2f
abccbcc ,

sc̄a = iba ,

sba = 0 ,

s2 = 0 . (44)

Consider a theory defined by an action of the form

SYMFP = S0 + sΨ, (45)

with

sS0 = 0 , S0 6= s(...) . (46)

Notice that this for the case of SYMFP , one has S0 = 1
4F

a
µνF

a
µν and Ψ = α

2 b
ac̄a + c̄a∂µA

a
µ.

Since sAaµ has the same form as an ordinary gauge transformation for an infinitesimal
gauge parameter c, under which F a

µνF
a
µν is invariant; and s2 = 0, it is easy to conclude

that sSYMFP = 0 6. If we choose another gauge, the Ψ would be different. Eq. (45)
shows that the physical content of any gauge theory is involved in the kernel of the BRST
operator, i.e., in a general BRST invariant term, modulo terms in the image of the BRST
transformation, which are terms of the form sΨ. The kernel modulo the image of any
nilpotent transformation is said to form the cohomology of the transformation. There is
another sense in which the physical content of a gauge theory may be identified with the
cohomology of the BRST operator.

Two physical states that differ only by a state vector in the image of QBRST , i.e.,
of form QBRST |....〉, have the same matrix element with all other physical states, and are
physically equivalent. This explains the physical space is taken as the cohomology of the
BRST symmetry, see (89). Also BRST symmetry allows us to prove the renormalizability
of the theory to all orders in a loop expansion (93, 94, 95).

6 In general, the existence of a nilpotent operator characterizes a cohomological structure. The physical
states in a perturbative interpretation are in the cohomology of the BRST operator.
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1.2.3 Kugo-Ojima’s confinement criterion

Kugo and Ojima (KO) in their fundamental work focused on the question of uni-
tarity in Yang-Mills theories (32). In fact, one of the most difficult issues in those kind
of theories is to split the physical and nonphysical states. In a confining theory, the fun-
damental fields are not associated with asymptotic physical states. In general the Fock
space is built by considering that particles far apart are not correlated. However, this
is problematic in a theory like QCD where the interaction grows at large distances. In
the FP approach we have introduced several fields that should not be associated with
particles. Similarly, it is expected that the gauge field A has only two polarizations.
To accomplish that we need to define the physical subspace, Vphys, of the state space of
Yang-Mills-Faddeev-Popov (YMFP) theories. Furthermore, a probabilistic interpretation
of the quantum theory is established if Vphys is positive semi-definite since the total state
space in covariant gauges has an indefinite metric.

The initial point of the investigation done by KO was to define a nilpotent BRST
symmetry QBRST and a ghost charge. Hereafter, they showed that due to the nilpotency
property of QBRST the nonphysical states form the well-known quartets and decouple from
the physical spectrum (32). Therefore, one has just physical states surviving under the
action of the BRST symmetry. Thus, with this argument they proved that the longitudinal
and temporal gauge polarization, the ghost and the antighosts fields can be removed from
the physical spectrum. This idea is applied in general cases, as for example, when there
is a system with a nilpotent symmetry s.

The picture developed by KO (32) gave a desirable definition of the positive norm
states of the subspace, Vphys for confinement scenario. Taking into account the presence
of QBRST , the space of physical states Vphys is characterized by

Vphys = |phys〉 : QBRST |phys〉 = 0. (47)

Vphys only contains color singlets, i.e. 〈phys|Qa|phys〉 = 0, if we conjecture the existence
of a well-defined global color charge Qa, see (32, 96). Using Landau gauge as the gauge-
fixing, the KO confinement criterion can be re-expressed as the condition that the ghost
propagator should diverge more strongly than a simple pole at zero momentum (33).

In addition, looking the YMFP action (39) for α = 0, KO used the equation of
motion for the gauge field and establish that the global color current is

Jaµ = ∂µF
a
µν + {QBRST , D

ab
µ c̄

b} . (48)
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The color charge is obtained by integrating the zeroth component of Jaµ , that is

Qa =
∫
d3x

(
∂iF

a
0i + {QBRST , D

ab
0 c̄

b}
)
. (49)

Thereby, one has two criteria which need to be obeyed for having the color confi-
nement. The first one is based on the assumption that the gauge field propagator cannot
have massless poles, thus the first term of (49) vanishes because it is the integral over
space of the total derivative of regular function. If the gauge field has massless poles,
then the first term will be ill-defined. Thus, to establish the second criterion, from (49)
the second term, namely, {QBRST , D

ab
0 c̄

b} must be well defined, e.g., for the case (33)

u(0) = −1 , (50)

where u(p2) is a function which is defined by the following Green function,

∫
ddx exp (ipx)〈Dad

µ c
d(x)Dbe

ν c̄
e(0)〉FP =

((
δµν −

pµpν
p2

)
u(p2)− pµpν

p2

)
δab , (51)

where 〈O〉FP = 〈Dad
µ c

d(x)Dbe
ν c̄

e(0)〉FP is the expectation value taken with the YMFP
action (39). Supposing that the two criteria are accomplished, Qa is well defined, than
color confinement is assured.

Moreover, in (33) the second criterion was connected to the ghost propagator, i.e.,
one can parametrize the ghost propagator as follows

〈ca(−p)c̄b(p)〉 = δabG(p2) , (52)

with G(p2) being given by

G(p2) = 1
p2(1 + u(p2) + w(p2)) . (53)

where w(p2) is another function dependent of the momentum squared and for this ex-
pression, it is generally assumed that w(p2) = 0 (condition checked up to two loops (97)),
thus, u(0) = −1 implies an enhanced ghost propagator which diverges faster than 1

p2 at
small momentum p.

In QCD using the LCG as a gauge-fixing, the exclusion of nonphysical degrees of
freedom in the S-matrix is extensively intricate by the self-interaction of the gauge fields
and by the ghost fields that are certainly present in the quantum formulation of these
theories (15).

The connection between the BRST and color charge in KO scenario has been under
investigation in the studies of Green’s functions in Landau gauge because the color charge
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exhibits an infrared enhanced ghost (28, 98). Actually, as emphasized in (27), following
the idea of KO, it still not clear the way of constructing the physical space out of Green’s
functions when one has the omission of an infrared enhanced ghost which leads to a broken
global color charge or nilpotent BRST charge absence in the gauge fixed YM theories (27).

As emphasized before the KO scheme is one particular procedure that establishes
the probabilistic interpretation of the quantum theory. Nevertheless, there is another
criterion for confinement, namely, violation of positivity which is based on the assump-
tion that if a particular degree of freedom has negative norm contributions there is no
Källén–Lehmann (KL) spectral representation for its propagator.

Finally, it is important to make two more comments. Firstly, the KO scenario
assumes a globally well-defined nilpotent BRST charge at the perturbative level. In the
nonperturbative sector, the existence of such symmetry has been under discussion for the
past few years (65, 69, 68, 87) and will be an important part for development of this
thesis. Secondly, the above mentioned KO scheme works with Faddeev-Popov’s gauge-
fixing procedure which neglects certain ambiguities known as Gribov copies (35). This
subject is the main topic of this thesis and will be discussed with more details in next
section.

1.2.4 Improvement of the Faddeev-Popov gauge-fixing procedure

V.N. Gribov in his seminal work (35) proved that the FP procedure for nonabelian
gauge theories was correct only for the perturbative regime. In the infrared sector this
well-known gauge-fixing method was incomplete. Indeed, this mechanism works with the
premise that the gauge condition admits one and only one solution per gauge orbit, which
is not true. In fact, the gauge-fixing cannot remove all the equivalent gauge fields confi-
gurations Aµ, connected through gauge transformations. These equivalent configurations
are known as Gribov copies and are present for all covariant gauges as pointed out by
Singer (49).

The original idea of V.N. Gribov resided on an additional restriction on the integra-
tion range in the functional space of nonabelian gauge fields, which consists in integrating
only over the fields for which the FP determinant is positive. This new region is the
so-called Gribov’s region. Such a restriction brings physical effects in the propagators of
the theory, e.g., the gauge field propagator in Landau gauge

〈Aaµ (k)Abν (−k)〉 = k2

k4 + 2Ng2γ4

(
δµν −

kµkν
k2

)
δab , (54)

is suppressed in the low energy sector due to the presence of Gribov’s parameter γ defined
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by the gap equation
∫ d4k

(2π)4
3Ng2/4

(k4 + 2Ng2γ4) = 1 . (55)

Hence, note that the poles of the propagator are imaginary. As a consequence, the gauge
fields are not physical observables and do not belong to the physical spectrum of the
theory. Moreover, the trace of Faddeev-Popov’s propagator 7 is given by

〈c̄a(k)ca(−k)〉 ≈ γ2

k4 , (56)

looking (56) more carefully, one can see that the behavior of the propagator is more
singular than the perturbative case.

The first steps of the Gribov problem (35) will be reviewed during the next section.
Also, it will be discussed important points about the Gribov copies in Faddeev-Popov’s
quantization (15) and their consequences in the theory.

1.2.5 Gribov’s problem

As written previously, the quantization of Yang-Mills action is done through Faddeev-
Popov’s method. Again, the most consistent path integral to describe this QFT is given
by

Z =
∫
DAµ exp[−SYM ] det(Mab)δ(fa − ∂µAaµ) . (57)

Using Landau’s gauge-fixing condition

∂µA
a
µ = 0. (58)

Thus, (57) is characterized as

Z =
∫
DAµ exp[−SYM ] det(Mab)δ(∂µAaµ) , (59)

withMab being Faddeev-Popov’s operator

Mab = −δab∂2 + gfabcAcµ∂µ. (60)

7 This result is explicitly obtained in (99).
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Figure 1 - The space for the gauge field configurations and the three alternatives of
gauge orbits for some gauge-fixing condition.

Source: GRIBOV, 1977, p. 2.

V.N. Gribov showed in (35) that the condition (58) does not fix the gauge completely. In
figure (1), V.N. Gribov explained the existence of three alternatives for the gauge orbit
crossing a specific gauge condition, e.g., it is possible to intersect once (L), multiple times
(L′) or without any intersections (L′′). If the second case is realized, i.e when the gauge
field configuration Aµ obeys the condition (58), there is another equivalent configuration
AUµ which also obeys it. Thus,

AUµ = UAµU
† − i

g
(∂µU)U † , (61)

∂µA
U
µ = 0. (62)

The field configuration AUµ is known as Gribov’s copy associated to the field Aµ. Making
the replacement of (61) in (62), one has

∂µUAµU
† + UAµ∂µU

† − i

g

(
∂2U

)
U † − i

g
(∂µU)

(
∂µU

†
)

= 0. (63)

Let us establish the condition under which there exists a Gribov copy infinitesimally closed
to Aµ. We thus linearize the gauge element U , U = 1 + iα e U † = 1− iα with α = αaT a.
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At first order in α,

−∂µ (∂µα + ig[α,Aµ]) = 0,

Mabαb = 0. (64)

The equation (64) implies that the existence of an infinitesimally close Gribov copy is
equivalent to stating that the FP operator has a vanishing eigenvalue. Let us study this
constraint first for small Aµ, the equation (64) will be

−∂2α = 0. (65)

The eigenvalue equation

−∂2ψ = εψ , (66)

has positive eigenvalues which implies that no infinitesimal Gribov copy exists in this
case. However, this is not guaranteed for larger values of Aµ. Thus, it is expect that
one has negative and null eigenvalues for Faddeev-Popov’s operator. Thereby, the gauge
condition is not sufficient to play the role of just select one configuration in gauge orbit.

At this point, it is important to mention that all this discussion about positivity
of the eigenvalues is well-founded because of the hermiticity of Fadeev-Popov’s operator
in Landau gauge, i.e. in this case the eigenvalues have to be real 8.

An important property of the FP gauge-fixing approach is that it is invariant under
the computation of expectation values of gauge-invariant operators when the degeneracy of
equivalent field configurations is taken out. Therefore, Neuberger (101, 102) investigated
with details the expectation value of BRST invariant objects obtained by a BRST invariant
action like (45) or

S = SYM [A] +
∫
d4x sΨ[φ] , φ = {Aµ, c̄, c, ib} , (67)

where Ψ = c̄a∂µA
a
µ for the particular case of Landau gauge. Defining the BRST invariant

operator as OBRST = Oinv + sO with Oinv gauge-invariant and O a general operator,
Neuberger proved the following expression

∫
Dφ exp

(
− SYM +

∫
d4x sΨ[φ]

)
OBRST [φ] = 0 , (68)

in this case, we assume that the QBRST is unbroken. Moreover, for OBRST [φ] = 1 one has

8 This construction can be seen in (100).
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Z =
∫
Dφ exp

(
− SYM +

∫
d4x sΨ[φ]

)
= 0 . (69)

Thus, averages of gauge-invariant observables have the indefinite 0
0 form. The event

expected here is the compensation between the numerator and the denominator. Thereby,
the absence of a procedure to compute gauge-invariant quantities is the main issue to deal
with in this moment and this is directly linked with obtaining a well-defined BRST gauge-
fixing method of the form (67). This indefinite expression is related to the nonperturbative
aspects which are neglected by the FP quantization. The latter removes only up to a set
of discrete equivalent configurations whose contributions in (68) exactly cancel out for
gauge group of zero Euler character (19).

After all this discussion it is clear that the Faddeev-Popov quantization is insuffi-
cient and it is necessary to correct the gauge-fixing. V.N. Gribov was the first to attempt
to solve the problem of copies as already mentioned several times and proposed in 1977
(35) a restriction to a region of integration in the field space, the so-called Gribov region
Ω, which obeys the Landau gauge condition and is defined as

Ω = { Aaµ| ∂µAaµ = 0, Mab > 0 } . (70)

The Faddeev-Popov operator Mab given by (60) is positive definite. Looking the figure
(2) below the border of the region Ω, namely, δΩ is known as the first Gribov horizon
and at this border the first nontrivial eigenvalue of Faddeev-Popov’s operator vanishes.
Crossing this horizon, this eigenvalue becomes negative. Similarly, one can illustrate the
other horizons, as drawn on the picture (2). Nonetheless, this image is just a simple
illustration and does not represent very well the space of gauge fields.

1.2.6 An alternative formulation for Gribov’s region

The Gribov region can also be defined as a set of local minima (with respect to U)
of the following functional in Landau gauge 9 10,

HLandau[A,U ] = Tr
∫
d4x AUµ (x)AUµ (x) = 1

2

∫
d4x AaUµ (x)AaUµ (x) . (71)

9 The reader can find the original formulation in (103, 104, 105).
10 The Serreau-Tissier framework is based on this construction.
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Figure 2 - A pictorial figure representing the various regions for the hyperspace
∂A = 0.

Source: VANDERSICKEL, 2012, p. 51.

Thus, one has to make an infinitesimal transformation of HLandau assuming a field Aµ

which minimizes the functional (71) in order to have an extremum. Thereby,

δHLandau[A] = δ
(1

2

∫
d4x Aaµ(x)Aaµ(x)

)
=
∫
d4x

(
δAaµ(x)

)
Aaµ(x)

= −
∫
d4x

(
Dab
µ ϑ

b(x)
)
Aaµ(x) = −

∫
d4x

(
∂µϑ

a(x)
)
Aaµ(x)

=
∫
d4x ϑa(x)∂µAaµ(x) = 0 . (72)

Where the infinitesimal transformation (61) is given by

δAaµ = −Dab
µ ϑ

b, (73)

with ϑ(x) being a parameter associated to the infinitesimal transformation. Also, the
equation (72) must be null for all ϑ(x), in this manner, ∂µAaµ(x) = 0. This construction
is used to perform gauge-fixed lattice simulations because there are efficient numerical
algorithms to minimize a function and it selects in each gauge orbit the field configurations
that minimize HLandau. Finally the equation (72) shall be minimized to determine the
stability of HLandau. Taking the second derivative of HLandau, we have

δ2HLandau =
∫
d4x ϑa(x)∂µ

(
δAaµ(x)

)
=
∫
d4x ϑa(x)

(
−∂µDab

µ

)
ϑb(x) > 0. (74)

In case, the operator −∂µDab
µ =Mab must be positive definite. Another subject to point

out is the fact that there is more than one minimum per gauge orbit and this definition
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agrees with Gribov’s region.

1.2.7 Properties of Gribov’s region for Landau gauge

There are important properties about the region Ω defined previously. Some details
of each property will be given in the following (106, 107, 100):

Property I: The region Ω is convex.
This means that if (A1

µ, A
2
µ) ∈ Ω then also Aµ = αA1

µ + (1−α)A2
µ with 0 < α < 1 belongs

to Ω.
Proof: First of all one notices that ∂µAµ = α∂µA

1
µ + (1−α)∂µA2

µ = 0. Let us now
evaluateMab(Aµ) to check that this is indeed a minimum,

Mab(Aµ) = −
(
∂2δab + αgfacb(A1

µ)∂cµ + (1− α)gfacb(A2
µ)c∂µ

)

= −
(
α∂2δab + (1− α)∂2δab + αgfacb(A1

µ)∂cµ + (1− α)gfacb(A2
µ)c∂µ

)
= αMab(A1

µ) + (1− α)Mab(A2
µ) > 0. (75)

Thus Aµ ∈ Ω. If a field can be written as a linear interpolation between two other fields
that belong to the Gribov region then, this field is also inside of Gribov’s region.

Property II: The region Ω is bounded in every direction in field space.
In order to prove this statement one shows that if Aaµ ∈ Ω, then for sufficiently large
constant λ, the configuration λAaµ is located outside of Ω.

Proof: Let us consider Aaµ a field belonging to Ω; Mab(Aµ) > 0 and ∂µA
a
µ = 0.

From,

Mab(Aµ) = −∂2δab − gfacbAcµ∂µ
= −∂2δab +Mab

1 (Aµ) , (76)

with −∂2δab being always positive and

Mab
1 (Aµ) = −gfacbAcµ∂µ . (77)

Due to the presence of the structure constants fabc the trace (sum of eigenvalues) ofMab
1

vanishes, i.e., TrMab
1 = Maa

1 = 0, which implies that Mab
1 has positive and negative

eigenvalues. Let us consider one of the negative eigenvalues ofM1, i.e., −k, k > 0, and
χa the corresponding eigenvector. Since Aaµ ∈ χ →

∫
d4xχaMab(A)χb > 0. Then,∫

d4xχaMab(A)χb =
∫
d4xχa(−∂2)χa − k

∫
d4xχaχa . (78)
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Figure 3 - The subspace of all gauge field configurations which satisfy a particular
gauge condition is represented by the rectangular region. A gauge orbit
can intersect this subspace several times. The "x" crossing points are
known as Gribov copies or equivalent gauge field configurations. The
Gribov region is bounded by the first Gribov horizon and it is possible to
characterize a subregion, namely, Fundamental Modular region (FMR).

Source: GREENSITE, 2011, p. 134.

Considering now the re-scaled field λAaµ, with λ constant,∫
d4xχaMab(λA)χb =

∫
d4xχa(−∂2)χa + λ

∫
d4xχaMab

1 (A)χb

=
∫
d4xχa(−∂2)χa − λk

∫
d4xχaχa , (79)

with χa(−∂2)χa > 0, λk < 0 and χaχa > 0. Thus, for sufficiently large λ∫
d4xχaMab(λA)χb < 0 . (80)

This means that λAaµ is located outside of the region Ω. This shows that Ω is bounded
in all directions in field space. The boundary δΩ of Ω is the region in which the first
vanishing eigenvalues ofMab(A) shows up.

Property III: Every gauge orbit crosses the region Ω at least once.
This is an elementary property of the region Ω. It means that a gauge configuration
located outside of the region Ω is a copy of a configuration located inside Ω. The gauge
orbit is understood as a variation of the field Aµ along the U elements of the group defined
in (61). Thereby, all the field configurations Aµ living outside Gribov’s region have an
equivalent configuration inside Ω. This property is demonstrated in (107).
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From the properties described before for the Gribov region Ω, it was a natural
way of improving the FP gauge-fixing, which consists in limiting the path integral to the
Gribov:
∫

[Dµ] exp
(
− SYMFP

)
→
∫

Ω
[Dµ] exp

(
− SYMFP

)
, (81)

where Dµ represents in an economic way all the fields related to the Faddeev-Popov
procedure. The expression (81) should be the right way to quantize YM theory. However,
there are still copies inside Ω, i.e., there is a set of local minima over the gauge orbit which
also belongs to the Gribov region and these local minima are also considered Gribov copies,
this was first discussed in (104) and this could be a problem (see next subsection for more
details), also see figure (3). A way out of this ambiguity would consist in restricting further
the path integral. To do so, observe that, among all local minima, we could retain only
one: the absolute minimum. Nonetheless, there exists a smaller region Λ ⊂ Ω, known as
fundamental modular region (FMR), which is totally free from Gribov copies. However,
up to date, we do not know anything about this region. In this thesis, the author will
work with all the Gribov regions in Serreau-Tissier approach and in the frontier between
the first Gribov region and the FMR for the Gribov-Zwanziger framework.

1.2.8 The Fundamental Modular Region

As written before from the functional (71) it is possible to define the fundamental
modular region (Λ) which is even more restrictive than Gribov’s region (Ω). To do so one
selects just one field configuration for each gauge orbit which is an absolute minimum. It is
important to observe that the absolute minimum of the functional (71) can only be reached
by a suitable global gauge transformation. As fixing the gauge does not break the global
gauge symmetry and it is thus difficult to observe how to impose this constraint in terms
of a local field theory, one has to perform a global gauge transformation P independent
from the space time coordinate xµ, then the expression (71) does not change. Therefore,
one has

H[A,U ]P = Tr
∫
d4x PAUµ (x)P+PAUµ (x)P+ = Tr

∫
d4x AUµ (x)AUµ (x) = H[A,U ] .

(82)

An important aspect to remark is that the region Λ will give the correct gauge-
fixing if it has a nondegenerated global minimum of the functional (71). Though, there
is a proof about the degeneracy of the minimum occurs just at the boundary of Λ, i.e.,
at δΛ (37). Thus, in order to establish one way to have a correct quantization for YM
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theories, one must restrict the domain of integration to the region Λ, where just one field
configuration will be choose for each gauge orbit. However, it is not possible to make
practical calculations in the continuous for the region Λ. Thereby, one has to work at
Gribov’s first region for this framework. V.N. Gribov proposed a semiclassical method
and D. Zwanziger constructed an action which was able to restrict the path integral to
the first Gribov region Ω. D. Zwanziger in his works (108, 109) used as hypothesis that
all the important configurations are in the frontier between δΛ and δΩ of the regions Ω
and Λ. Thus, the extra copies inside Ω do not play any significant role.

Finally, for the GZ framework it is sufficient to restrict to the region Ω. On the
contrary, the Serreau-Tissier approach is based on to take into account all Gribov copies,
in this case each copy has a different weight in the path-integral such that its degeneracy
is lifted. Applied to the Landau and nonlinear covariant gauges, this alternative method
provides a gauge fixed action which deals explicitly with Gribov copies. We will discuss
with more details both frameworks in the next chapter.
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2 THE GRIBOV-ZWANZIGER AND SERREAU-TISSIER APPROACHES

At the beginning of this manuscript we have motivated the needs of improvement of
the Faddeev-Popov gauge-fixing procedure to take into account the Gribov copies effects.
All this effort is justified through the insufficiency of the FP quantization procedure to
explain the infrared characteristics of the YM correlation functions due to the Neuberger
problem. Though the lattice analysis has solid results for the YM correlation functions,
this occurs because only one Gribov copy is picked in some gauges, e.g., the Landau
one due to the lattice gauge-fixing method. Unfortunately, no one knows the equivalent
version for the continuum limit and it is impossible to choose just one copy using a local
QFT.

As previously mentioned in section (1.2.8) D. Zwanziger in his works (108, 109)
showed that all the important configurations are in the boundary between δΛ and δΩ of
the regions Ω and Λ. Therefore, for the GZ framework it is sufficient to restrict to the
region Ω and, thus, it is possible to obtain a good agreement with lattice simulations in
the case of the RGZ (39, 40, 110, 111, 112).

In this thesis, we also study another point of view for Gribov’s problem developed
by J. Serreau and M. Tissier (77, 78). This approach leads to a gauge fixed action
which deals explicitly with Gribov copies and it is possible to investigate this model with
the elementary perturbative mechanism and it has likewise the RGZ framework a good
agreement with the lattice results. Finally, a problem previously detected in the work (77)
for the alternative approach will be solved. The issue was related to the procedure used
to write under the structure of a local QFT the Serreau-Tissier scheme, i.e., a number
n of extra auxiliary fields must be added while averages of physical observables shall be
calculated in the limit n → 0. In order to answer this problem, we finally give a good
explanation for the generation of the gauge field mass in this framework. This subject
will be detailed in chapter (3).

2.1 The Gribov-Zwanziger framework

2.1.1 The no-pole condition

In his seminal work V.N. Gribov (35) had the main objective to restrict the path
integral to the first Gribov region Ω and presented, as a first attempt, a semiclassical
solution which consisted in adding a new term V(Ω) in the generating functional (59).



41

Figure 4 - This image shows the ghost propagator coupled to a external gauge field
up to second order.

Source: VANDERSICKEL, 2012, p. 58.

This new functional was defined as

Z =
∫

Ω
DA exp[−SYM ]

=
∫
DAδ(∂µAaµ) det(Mab)V(Ω) exp[−SYM ] , (83)

where the functional V(Ω) was determined through the ghost fields propagator, namely

〈c̄a(x)cb(y)〉 =
∫
DADc̄Dcδ(∂µAaµ)V(Ω) det(Mab) exp[−SYM +

∫
d4x c̄a∂µD

ab
µ c

b]

=
∫
DAδ(∂µAaµ) det(−∂µDµ)V(Ω) [(∂µDµ)−1]abxy exp[−SYM ] . (84)

The restriction to the Gribov region is equivalent to the condition that the Fourier trans-
form =(k2;A) of the inverse of Faddeev-Popov’s operator does not develop poles except
for vanishing momentum. Thus, one has the following Gribov’s horizon

=(k2;A) = 1
N2 − 1〈k|[M

ab]−1|k〉 = 1
k2 (1 + σ(k,A)), (85)

with σ(k,A) being the Gribov form factor depending on the external momentum kµ of
the ghost and the internal insertions of gauge fields. In addition, [Mab]−1 is the inverse
of the Faddeev-Popov operator and N the number of colors. The form factor related to
the correlation function of the ghost can be computed in perturbation theory at second
order on the gauge coupling g (35) 11. The Gribov form factor at second order will be
expressed as

=(k2;A) = 1
k2 + 1

ϑ

1
k4

g2N

N2 − 1

∫ ddq

(2π)d
(k − q)µqν
(k − q)2 Aaµ(q)Aaν(−q) +O(g3) , (86)

11 The main contributions are showed in figure (4).
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where ϑ represents the volume of space-time. Therefore, the equation (85) can be rewritten
as

=(k2;A) ≈ 1
k2(1− σ(k,A)) , (87)

Then, the requirement that the FP operator has no zero modes is given by

σ(k,A) < 1 . (88)

One can simplify the expression (88) of this condition in the following way. For Landau
gauge, one has qµAµ = 0 with AaµAaν being transverse,

〈Aaµ(−q)Aaν(q)〉 = ω(A)
(
δµν −

qµqν
q2

)
= ω(A)Pµν , (89)

additionally, multiplying the last expression by δµν , one finds that ω(A) = 1
d−1〈A

a
µA

a
ν〉,

with d the number of dimensions. Thus, it is possible to simplify σ,

σ(k,A) = 1
ϑ

1
d− 1

Ng2

N2 − 1
kµkν
k2

∫ ddq

(2π)dA
a
γ(−q)Aaγ(q)

1
(k − q)2Pµν . (90)

It is well-known that σ(k,A) decreases with increasing k2 with 〈Aaγ(−q)Aaγ(q)〉 being
positive, therefore the condition (88) will be

σ(0, A) < 1 . (91)

Applying the limit k2 → 0 in σ(k,A), one has

σ(0, A) = 1
ϑ

1
d− 1

Ng2

N2 − 1 lim
k2→0

kµkν
k2

d− 1
d

δµν

∫ ddq

(2π)dA
a
γ(−q)Aaγ(q)

1
q2

= 1
ϑ

1
d

Ng2

N2 − 1

∫ ddq

(2π)dA
a
γ(−q)Aaγ(q)

1
q2 . (92)

Finally, the no-pole condition is

V(Ω) = θ(1− σ(0, A)), (93)

with θ being the Heaviside function. From the condition (92), we have the following
expression in four dimensions for the no-pole condition,

V(Ω) = exp
[
−Ng2γ4

∫ d4q

(2π)4
Aaµ(q)Aaµ(−q)

q2 + 4(N2 − 1)γ4
]
, (94)



43

where γ is known as the Gribov parameter determined via gap equation (55). Moreover,
this parameter is not free and it has the dimension of a mass. The functional V(Ω) coupled
to the generating functional (59) and the gap equation (55) ensures that the integration
is done just for gauge field configurations that belong to the Gribov region. In the next
subsection, we discuss the method developed by D. Zwanziger who improved the proposal
established by V.N. Gribov.

2.1.2 Horizon function

The solution proposed by Gribov and introduced in the last subsection is self-
consistent, however it has the restriction of implementing the no-pole condition just at
leading order. An all order implementation is desirable to understand in more details the
effects of the restriction to Ω. The first attempt to make an improvement of the solution
established by V. N. Gribov was proposed by D. Zwanziger in (36). In his original work,
D. Zwanziger applied the restriction to Ω with a different viewpoint. Instead of dealing
with the ghost propagator he worked directly in the Faddeev-Popov operator spectrum.
Therefore, let us begin writing the eigenvalues equation of the Faddeev-Popov operator

Mabωb = εωa. (95)

This equation can be considered as a Schrödinger like equation with Aaµ playing the role
of a generic potential. Moreover, the eigenvalues were determined to all orders with a
good approximation and the spectrum of the operatorMab was obtained by imposing the
restriction that the gauge field did not produce bound states. Nevertheless, this procedure
omits some important features and the solution is approximate. Thus, D. Zwanziger
developed in (113, 36, 114) a new formalism to deal with the Gribov copies problem via
an effective action which was implemented in a practical manner at perturbative theory
viewpoint. Then, the improvement proposed by D. Zwanziger gave a result more precise
than the one obtained by V.N. Gribov (94). The condition for this proposal is given by

8
(
N2 − 1

)
− 4NH > 0, (96)

where H is the so-called horizon function,

H[A] = g2
∫
d4xd4y fabcAbµ(x)

(
M−1

)ad
(x, y)fdecAeµ(y). (97)



44

The l.h.s of the expression (96) is related to the eigenvalues of the Faddeev-Popov operator,
thus the functional V(Ω) can be rewritten in the following way

V(Ω) = exp
[
γ4g2

∫
d4xd4y fabcAbµ(x)

(
M−1

)ad
(x, y)fdecAeµ(y)− 4(N2 − 1)γ4

]
.

(98)

Thereby, the gap equation responsible for determining the Gribov parameter will be

〈H[A]〉 = 4(N2 − 1). (99)

The equation (99) is also known as the horizon condition. The restrictions (98) and (99)
ensure that the path integral is effectively restricted to the Gribov region. Then, the
gauge field configurations near the horizon give the dominant contribution in the path
integral (83). This occurs because the inverse FP operator in functional H starts to
diverge as a consequence of the presence of the inverse of the Faddeev-Popov operator
(M−1). Thus, this term gives the dominant contribution to the low energy properties of
the path integral (83). Moreover, the exponential of the expression (98) can be replaced
by an integral representation of Dirac’s delta 12. Thus, the functional V(Ω) will be written
as

V(Ω) = δ
[
g2
∫
d4xd4y fabcAbµ(x)

(
M−1

)ad
(x, y)fdecAeµ(y)− 4ϑ(N2 − 1)

]
.

(100)

An important remark to make is that if we approximateM by ∂2, we recover the original
result of V.N. Gribov.

2.1.3 The Gribov-Zwanziger action

The path integral (83) can be written as

Z =
∫
DADcDc̄Db exp[−SGZ ], (101)

where SGZ is the nonlocal Gribov-Zwanziger action and it is established in the following
way

SGZ = SYM + SFP + γ4g2
∫
d4xd4y fabcAbµ(x)

(
M−1

)ad
(x, y)fdecAeµ(y)− 4ϑ(N2 − 1)γ4 .

12 For more explanations about the change of the exponential for the Dirac’s delta see (36).
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(102)

The YM gauge fixed action, i.e., SYM + SFP is given by (39) for α = 0. Besides the
presence of the functional (98), the action (102) must be stable at the quantum level.
Therefore, this action shall be local and renormalizable by power counting, which is
perfectly possible. To define this renormalizable action, the algebraic renormalization
procedure (76) establishes that the BRST symmetry must exist as discussed in chapter
(1). The BRST symmetry is respected when one takes an extended version of (102), which
reduces to this expression in some physical limit in the general action 13. Additionally,
the action (102) can be cast in a local way by introducing auxiliary fields 14. Thus, the
horizon function present in (102) is localized through the following expression

exp [−γ4H] =
∫
DϕDϕ̄DωDω̄ exp

[
− ω̄acµMabωbcµ + ϕ̄acµMabϕbcµ

−γ2gfabcAaµ
(
ϕbcµ + ϕ̄bcµ

)
+ 4ϑ(N2 − 1)γ4

]
, (103)

where the auxiliary fields (ϕ, ϕ̄) and (ω, ω̄) are respectively bosons and fermions (in the
sense that the latter are represented by Grassmann fields while the former involve usual
real or complex fields) 15. As a result, the local GZ action known as the physical action
is given by

Sphys = SYM + SFP + Saux + Sγ , (104)

with the auxiliary fields action defined as

Saux =
∫
d4x

(
ω̄acµMabωbcµ − ϕ̄acµMabϕbcµ

)
, (105)

and the action which depends on the Gribov parameter will be

Sγ =
∫
d4x

[
γ2gfabcAaµ

(
ϕbcµ + ϕ̄bcµ

)
− 4ϑ(N2 − 1)γ4

]
. (106)

To finish this subsection some comments are essential. First the GZ action was
proven to be renormalizable to all orders in a loop expansion (36). Moreover, with this
fundamental property it is possible to compute the correlation functions of the theory
and compare its results with the available lattice data. The first attempt to verify the

13 The BRST invariant action for this approach will be discussed with more details in chapter (4).
14 The properties of locality and renormalizability can be seen with more details in (36, 114, 50, 63).
15 It is important to remark that the fields (ω, ω̄) are ghosts with integer spin and fermionic statistic.

Thus, they are nonphysical fields, i.e., it is possible to integrate and remove them in the path integral,
the same occurs for (ϕ, ϕ̄).



46

validity of GZ approach consisted in computing the correlation functions for the gauge
field and the ghosts. These results were presented in (54) and (56). Nevertheless, they
were incompatible when compared to the current lattice data. This discrepancy motivated
further methodological developments that we present in the thus next subsection.

2.1.4 Refined Gribov-Zwanziger’s action

As already pointed out, in the last decades the discussion about the gauge field and
ghost propagators, equations (54) and (56) were the main focus, in particular in Landau
gauge. With novel results for those quantities obtained from the lattice data (115, 45, 116),
the improvement for the GZ approach was required. In 2008, S.P. Sorella and collaborators
proposed a refinement for the GZ action, for more details see (39, 40, 41). This progress
consisted in taking into account the existence of dimension two condensates to adjust the
results obtained by the GZ framework compared to the lattice data. In fact, during a
long period it was believed that the gauge field propagator was strongly suppressed in
the deep infrared regime, vanishing in the zero-momentum limit (44, 117). The original
analysis based on Dyson-Schwinger equations (DSE) or the renormalization group (RG)
exact equations also indicated the same behavior of the GZ picture, as discussed in (118,
19, 119, 120).

However, as mentioned before, in 2007, a novel lattice data (115) provided different
results for the propagators behavior in the infrared for 3 and 4 dimensions with larger vo-
lume. It was unambiguously established that the propagators had finite values see figure
(5), and that the gauge field propagator presented violation of positivity. Additionally,
the ghost propagator showed a soft behavior (115, 116). Thus, the GZ approach was
inconsistent with these lattice results. Let us pose for a moment and discuss with more
details the objects known as condensates. In order to explain the behavior of the gauge
field and ghost propagator in GZ approach, one needs to take into account the presence
of other nonperturbative effects. The sources for these effects in gauge theories are con-
densates, i.e., the vacuum expectation values of certain local operators. As we are going
to see also in the Serreau-Tissier framework, the dimension two condensate 〈A2〉 has a
large interest for the confinement community since using the minimum of the functional
(71), defined as A2

min, it is clear that by construction 〈A2
min〉 is a gauge-invariant quan-

tity 16. Furthermore, when one introduces the local composite operator A2
µ in GZ action

the renormalizability is preserved 17. Following the results obtained in (121) one has the

16 For more details see appendix (A).
17 For more details of the proof, see (121).
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Figure 5 - Qualitative description comparing the behavior of the gauge field form
factor in the Gribov-Zwanziger, its refined version and the perturbative
actions.

Source: PEREIRA, 2016, p. 69.

following action which takes into account the restriction of the path integral domain to
Ω and the nonperturbative effects invoked by the operator A2

µ to the GZ action

S0 = SGZ +
∫
d4x

(
J

2 A
a
µA

a
µ + θ

2J
2
)
, (107)

with J a new source invariant under the BRST transformation s, which attains the fol-
lowing physical value J

∣∣∣∣
phys

= m2, m being a mass parameter and θ a new parameter 18.

From the last action (107), the tree-level gauge field propagator is specified by

〈Aaµ (p)Abν (p)〉 = δab
(
δµν −

pµpν
p2

)
p2

(p2 +m2 + 2g2γ4N) . (108)

For the ghost propagator at one-loop order,

lim
p→0

δab

N2 − 1〈c̄
a(p)cb(−p)〉 ≈ 4

3Ng2Kp4 , (109)

18 The author emphasizes here that θ is not the Grassmann coordinate that appears in the supersymmetric
formulation of the Serreau-Tissier framework which will be presented in the next section.
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where K is given by

K =
∫ d4p

2πd
1

p2(p4 +m2p2 + 2g2Nγ4) , (110)

which is real and finite for d = 4. The result established by (108) is not qualitatively dif-
ferent from the standard GZ action. Thus, the gauge field propagator remains suppressed
at the infrared vanishing at zero momentum and positivity violating (121). Moreover, at
one-loop order the ghost propagator continues its enhancement for p ≈ 0. Such results
entail that GZ action with the operator A2

µ is insufficient to reproduce the decoupling
behavior obtained by lattice gauge-fixing simulations (115, 45, 116). Thus, it was propo-
sed to introduce other d = 2 condensates. One of the candidates was the local composite

operator
(
ϕ̄abµ (x)ϕabµ (x) − ω̄abµ (x)ωabµ (x)

)
. Previously the main role of these auxiliary fi-

elds was to localize the horizon function, however they also develop their own quantum
dynamics and condensate. Therefore, this operator will be included in the action (107)
as

Sϕω =
∫
d4x

(
s(−J̃ ω̄abµ ϕabµ )

)
, (111)

with J̃ an external source invariant under BRST transformations sJ̃ = 0, which attains
the physical value J̃

∣∣∣∣
phys

= M2, with M being a mass parameter. The introduction of

this term does not spoil the renormalizability of S0. The term θ
2J

2 removes ultraviolet

divergences proportional to J2. Nonetheless, in the case of
(
ϕ̄abµ (x)ϕabµ (x)− ω̄abµ (x)ωabµ (x)

)
these divergences do not emerge in the correlation functions and can be ignored. Finally,
in 4 dimensions the refined Gribov-Zwanziger action is

SRGZ = SGZ + m2

2

∫
d4xAaµA

a
µ +M2

∫
d4x

(
ϕ̄abµ ϕ

ab
µ − ω̄abµ ωabµ

)
. (112)

Just as the Gribov parameter, γ2, the new parameters (m2,M2) are not free ones and they
are dynamically generated at quantum level. These parameters result in the existence of
the dimension two condensates 〈Aaµ (x)Aaµ (x)〉 and 〈ϕ̄abµ ϕabµ − ω̄abµ ωabµ 〉 which are obtained
through the minimization of the vacuum energy.

Thereby, when γ2 is nonzero then 〈ϕ̄ϕ− ω̄ω〉 and 〈AaµAaµ〉 also have nonzero value.
As written before, the refined version of the Gribov-Zwanziger action at tree-level has a
good agreement with the current lattice data. For example, the gauge field propagator in
this improved approach is characterized by

〈Aaµ (p)Abν (p)〉 = δab
(
δµν −

pµpν
p2

)
DRGZ(p2), (113)
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where

DRGZ = p2 +M2

(p2 +m2)(p2 +M2) + 2g2γ4N
. (114)

2.1.5 Soft breaking of BRST symmetry

The GZ action (104) is not invariant under BRST transformation, characterized
by the following transformations:

sAaµ = −Dab
µ c

b,

sca = g

2f
abccbcc,

sc̄a = iba,

sba = 0,

sω̄acµ = ϕ̄acµ ,

sϕ̄acµ = 0,

sϕacµ = ωacµ ,

sωacµ = 0 . (115)

The reason for this breaking of invariance is represented by the expression

∆γ = sSGZ = sSγ = −gγ2
∫
d4x fabc(Aaµωbcµ − (Dam

µ cm)(ϕ̄bcµ + ϕbcµ )) . (116)

The presence of the Gribov parameter is responsible for this soft breaking in the RGZ
action. Furthermore, in the old context of RGZ formulation, which was presented in
this chapter, the BRST soft breaking happens exclusively because of the presence of the
horizon function. Being more specific, the restriction to the first Gribov region in the
generating functional breaks the BRST symmetry, this occurs since when one moves into
the functional space by infinitesimal gauge transformations, eventually one crosses the
horizon. Let us quantify this argument by following the work done in (40) exhibiting two
simple cases,

• The gauge field Aaµ is not located near the horizon (∂Ω). Given a field
configuration Aaµ ∈ Ω, the infinitesimal gauge field Aaµ defined by Aaµ = Aaµ +Dab

µ ω
b,

where ωa is an infinitesimal parameter, cannot belong to the region Ω.

Proof. Assuming Aaµ ∈ Ω and the Landau gauge-fixing condition,

∂µAaµ = ∂µA
a
µ − ∂µDab

µ (A)ωb = 0 ⇒ −∂µDab
µ (A)ωb = 0 , (117)

which makes contradictory the hypothesis about Aµ ∈ Ω and −∂µDab
µ (A)ωb > 0.
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For complementing this case, see (35).

• The gauge field Aµ is located near ∂Ω. If the configuration Aaµ is near the
horizon ∂Ω, i.e., Aaµ = raµ + T aµ , where T aµ ∈ ∂Ω and raµ is a small perturbation.
Thus, there is an equivalent configuration Aaµ located outside Ω.

Proof. From ∂µT
a
µ = ∂µr

a
µ = 0, one has

Aaµ = T aµ + raµ +Dab
µ (T )ωb + ... (118)

for the copy Aaµ at lowest order in raµ and ωa. Thereby, T aµ belongs to the horizon
and ω being a zero mode related to T aµ , it is possible to have

∂µAaµ = ∂µD
ab
µ (T )ωb = 0 , (119)

with the last expression, one can state that Aaµ is transverse and it is situated to
the boundary of the horizon. Nonetheless, it is located outside of the Gribov region
Ω and on the other side of ∂Ω when one compares with the gauge field Aaµ.

Therefore from the last case, one can conclude that the BRST transformation of a gauge
field which belongs to Ω produces a copy outside Ω. As already known the RGZ action
is restricted to region Ω, thus, the soft breaking of the BRST symmetry is obligatory.
Even with this soft breaking, the model is still renormalizable, the reason for that is the
preservation of the Slavnov-Taylor identity (38), i.e., the term ∆γ has mass dimension
two, and it is irrelevant in the ultraviolet regime, where the invariance of the cohomology
of the BRST symmetry is recovered. In this thesis, we are going to review and extend
for matter fields a new RGZ formalism which is BRST-invariant. For more details, see
chapter (4).

Before changing the philosophy of the Gribov problem presenting the Serreau-
Tissier framework, let us summarize what we have written about the RGZ scenario 19 to
clarify the ideas for the reader: The GZ action was developed by considering the presence
of infinitesimal Gribov ambiguities in the quantization procedure of YM theories. This
action was presented in a nonlocal formulation because of the horizon function and showed
a novel massive parameter known as the Gribov parameter, which is determined by the gap
equation (99). Additionally, extra auxiliary fields were introduced to localize the horizon
function presented in (102). In this form, the GZ formalism is local and renormalizable to
all orders in a loop expansion. Moreover, up to now in this chapter we have commented
that even at perturbative level, there are infrared instabilities for this action. They are

19 The version of this approach with both fermionic and bosonic local gauge-invariant composite fields
will be discussed in more details together with its renormalizability in chapters (4), (6) and (5).
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associated with the formation of dimension two condensates 〈Aaµ (x)Aaµ (x)〉 and 〈ϕ̄abµ ϕabµ −
ω̄abµ ω

ab
µ 〉. Finally, two extra massive terms were included in the original GZ action (102)

to consider those instabilities. This gives rise to the RGZ action (112). As commented
before, we will discuss the GZ scenario in chapter (4), where important improvements
in the recent years will be of great importance to extend this study to linear covariant
gauges with both local fermionic and bosonic gauge-invariant composite fields.

2.2 The Serreau-Tissier framework

2.2.1 The Curci-Ferrari model

As explained above, lattice simulations performed in (115) unambiguously
showed that the gluon propagator saturates to a finite value in the zero momentum limit.
Based on this observation M. Tissier and N. Wschebor proposed to use, as a phenome-
nological model, the Curci-Ferrari (CF) model (122) to describe these lattice data. The
CF model is an extension of the FP action where a mass term is added for the gluons.
The model (26) was shown to reproduce with a good accuracy several properties observed
in lattice simulations. This idea modified the theory in the infrared regime, however the
standard FP conjecture for momenta p � m at all orders of perturbation theory was
conserved. In such case, it was realized that this model reproduces the lattice forecasts
up to two loops with good accuracy (26, 123, 124, 125), the mass term does not destroy
the renormalizability and they also displayed that the spectral function of the gluons is
not positive definite, which is in conform to other studies (19, 44, 126).

Therefore, they considered the YMFP Euclidean action gauge fixed in Landau
gauge with a massive gauge field term:

SCF =
∫
d4x

(
1
4F

a
µνF

a
µν + iba∂µA

a
µ + c̄a∂µD

ab
µ c

b + m2

2 AaµA
a
µ

)
, (120)

where m is defined as the mass parameter and the original YMFP action in Landau gauge
is obtained when m = 0. The mass term induces a soft breaking of BRST symmetry (44)
as in the original RGZ case mentioned previously. Therefore, for the reasons described
above, this model is renormalizable in four dimensions (122, 127) and the renormalization
factors were figured out down to three loops in a MS (modified minimal subtraction)
scheme in (128). In fact, the model with the CF action (120) has a pseudo-BRST symme-
try, which is non-nilpotent and has the same characteristics as the standard BRST (44),
except that, the Lautrup-Nakanishi field b variation is given by sba = −im2ca. Therefore,
the action (120) still displays a large set of symmetries.

M. Tissier and N. Wschebor did not change in their seminal work the field content
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of the theory, e.g., the ghost sector remained the same since the ghost propagator is
infared divergent in lattice simulations. Moreover, they did not modify the interactions
in the action to maintain the original ultraviolet nature of the theory and the prognosis
of perturbative QCD for momenta higher than ΛQCD. As a result, the only possible
terms which are renormalizable, local and do not modify the ultraviolet regime one can
introduce in the YMFP action are massive terms.

At this point, the calculation of the gluon propagator in this phenomenological
scheme was pushed to two loops (125), which shows a remarkable agreement with lattice
simulations. This proves that the CF model is indeed a good starting point to describe
lattice data in the quenched approximation. It is possible that if one adds more loops,
one could get some correlation functions that converge to results very far away from the
lattice results. Luckily, (125) ruled out this hypotheses. The convergence of perturbation
theory in the infrared sector is controlled. From this phenomenological system, one can
notice that most of the nonperturbative dynamics are precisely picked up by the effective
gauge field mass and the residual dynamics can then be treated perturbatively. Obviously,
it would be more convincing to see this mass emerging from first principles, instead of
merely adding it on phenomenological grounds. It was propose in (77) that the origin
for this mass could be related to the Gribov copies. We shall review in the sequence the
formalism which was used to attack this issue.

2.2.2 The Serreau-Tissier proposal for dealing with Gribov copies

The first attempt to explain the model based on Curci-Ferrari of M. Tissier
and N. Wschebor was through the first principles model developed by J. Serreau and M.
Tissier (77). This framework is an alternative attempt to the (R)GZ approach to deal
correctly with the Gribov ambiguities in the gauge-fixing procedure originally created by
Faddeev-Popov, as exhaustively referred in this manuscript. The authors J. Serreau and
M. Tissier proposed in their seminal works (77, 78) firstly in Landau and then extended to
nonlinear covariant gauges 20 a method which deals explicitly with the Gribov copies and
can be implemented within perturbative calculations. This proposal consists on taking
a specific average over Gribov copies of each gauge field configuration. These are good
gauge-fixings in the sense that gauge-invariant objects are independent of the gauge-fixing
procedure. A similar averaging procedure, however not restricted to Gribov copies and
nonrenormalizable in the Landau gauge was proposed in (132, 66, 133).

20 In this case, the gauge-fixing term is the so-called Curci-Ferrari-Delbourgo-Javis (122, 129). This gauge
condition was studied with special attention in the following works (127, 130, 131).
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When one compares this framework with the (R)GZ approach one notices that,
the latter is based on the requirement that in the presence of Gribov ambiguities, one
shall restrict the path integral and consider just the gauge field configurations in the
domain between δΩ and δΛ, as already written in subsection (1.2.8). Instead, in the
Serreau-Tissier model all Gribov copies contribute, with a certain weight. This lifts the
degeneracy of the copies, therefore avoiding the 0/0 Neuberger problem. In Landau and
nonlinear covariant gauges, this framework is a good alternative. In this thesis, the author
will focus just on the development of this model in Landau gauge. The reason will be
very clear in the next chapter.

Now, let us turn our attention to the original work done by J. Serreau and M.
Tissier (77). In order to compute usual YM correlators in the presence of Gribov copies,
one first makes a (pseudo) average over these ambiguities with a nonuniform statistical
weight for each given gauge field configuration Aµ, obviously belonging to the same gauge
orbit and then perform an average over the gauge field configurations with the usual YM
weight. The average over Gribov copies for any operator O[A] of a given Aµ field is

〈O[A]〉 = ΣiO[AUi ]s(i) exp(−SW [AUi ])
Σi s(i) exp(−SW [AUi ]) , (121)

with s(i) being the sign of the Faddev-Popov operator (60) taken at A = AUi and the
weight factor SW is defined as

SW [A] = β0

∫
d4xH[A,Ui] . (122)

Where H[A,Ui] was given in equation (82) and β0 > 0 is a free gauge parameter that has
mass dimension 2. From expressions (121) and (122) one observes that the sum runs over
minima, saddle and maxima of SW [A], such that all Gribov copies are considered. The

weight exp
(
β0H[A,Ui]

)
lifts the degeneracy of the copies conforming with the perspective

of the extrema ofH. For β0 not too small, the equivalent gauge field configurations outside
the region Ω are suppressed by SW . Indeed, for β0 →∞ the absolute minimum U = Uabs

is selected and the averaging method coincides to the absolute Landau gauge, namely

lim
β0→∞

〈O[A]〉 = O[AUabs ] . (123)

Looking at the opposite limit β0 → 0, all Gribov copies have the same contribution in the
average (121) besides the sign factor s(i). Since there are as many contributions for each
sign, the denominator in (121) vanishes: Σis(i) = 0. This is at the origin of the Neuberger
0/0 problem. For any β0 > 0, the degeneracy is lifted and the denominator in (121) is
typically nonzero which solves the Neuberger zero problem. However, J. Serreau and M.
Tissier assumed that some field configurations might yield a null denominator and they
stated that such configurations have to be of zero measure.
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Once this first average over Gribov copies is performed, one averages over all gauge
field configurations Aµ with the Yang-Mills weight, i.e.,

O[A] =
∫
DAO[A] exp(−SYM [A])∫
DA exp(−SYM [A]) . (124)

Then, to obtain the observable O in this approach, one needs first average over Gribov
copies and for the last average over gauge field configurations, being more specifically

〈O[A]〉 . (125)

To finalize this subsection, an important remark needs to be written, i.e., the gauge-
invariant operators Oinv[AU ] = Oinv[A] are unaltered by the average (121): 〈Oinv[A]〉 =
Oinv[A]. This ensures that this gauge-fixing method keeps unchanged the physical obser-
vables as it should. This is only possible because of the presence of the denominator in
(121). Therefore,

〈Oinv[A]〉 = Oinv[A] . (126)

2.2.3 Functional integral formalism

The importance of the denominator in the Serreau-Tissier gauge-fixing pro-
cedure in (121) was emphasized at the end of the last subsection. Nonetheless, this
denominator results in the nonlocality of (125). Thereby, if one intends to have a local
field theory an additional effort shall be required. Following the development of (77), one
has the identity
∑
i

F [AUi ]s(i) =
∫
DUDcDc̄DbF [AU ] exp{−SFP [AU , c, c̄, b]} , (127)

where (127) is the average of Gribov ambiguities rewritten as a functional integral over a
SU(N) matrix field U and the already well-known Faddev-Popov and Lautrup-Nakanishi
fields. Moreover, the action SFP is given in (39) with α = 0 and without the Yang-
Mills sector (1

4F
a
µνF

a
µν). We shall see later that the set of fields U , c, c̄ and b can be

merged into a superfield, that we shall call V . Employing the identity (127) for F [AU ] =
O[AU ] exp(−β0H[A,U ]) or F [U ] = exp(−β0H[A,U ]), the average (121) over equivalent
gauge field configurations can be rewritten as

〈O[A]〉 =
∫
DV O[AU ] exp{−SFP [A, V ]− β0H[A,U ]}∫
DV exp{−SFP [A, V ]− β0H[A,U ]} . (128)
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We can rewrite this expression in a more compact form:

〈O[A]〉 =
∫
DVO[AU ] exp{−Sgf [A, V ]}∫
DV exp{−Sgf [A, V ]} , (129)

with

Sgf [A, V ] = SFP [AU , c, c̄, b] + SW [AU ]

= SFP [AU , c, c̄, b] +
∫
d4x β0H[A,U ] . (130)

This construction strongly resembles the strategy used in statistical systems in the
presence of a quenched disorder (80, 81). One then needs to compute the thermal average
of some physical quantity, that is denoted by 〈〉, and which involves the same ratio as in
eq. (121). As a second step, one then averages over the disorder configurations. The same
idea was adapted for YM theories by J. Serreau and M. Tissier, as written before, the first
(thermal) average corresponds to the one over Gribov copies, (121), for fixed gauge field
Aµ. Then, this gauge field plays the role of the disorder field to be averaged over in the
second step. These two-step averages are difficult to implement in analytical calculations.
However, using a method known as replica trick (80, 81) it is possible to solve this issue.
This trick consists in writing the denominator (121) as

1∫
DV exp{−Sgf [A, V ]} = lim

n→0

∫ n−1∏
k=1

(DVk exp{−Sgf [A, Vk]}) , (131)

where n − 1 independent copies of Vk are implemented and labeled by the replica index
k. The limit in (131) is to be interpreted as the value of the function of n on the r.h.s
when n→ 0. Then, the average over the disorder gauge field Aµ is

〈O[A]〉 = lim
n→0

∫
DA(∏n

k=1DVk)O[AU1 ] exp{−S[A, {V }]})∫
DA exp{−SYM [A]} , (132)

The action in this approach will be expressed as

S[A, V ] = SYM [A] +
n∑
k=1

Sgf [A, Vk] . (133)

The above expression enjoys the following property
∫
DA exp{−SYM [A]} = lim

n→0

∫
DA

n∏
k=1
DVk exp{−S[A, V ]} , (134)

as observed when O[A] = 1 in equation (132). Then, the Serreau-Tissier gauge-fixing is
cast in the form of a local field theory, with the action (133), in the following way

〈O[A]〉 = lim
n→0

∫
DA(∏n

k=1DVk)O[AU1 ] exp{−S[A, {V }]}∫
DA(∏n

k=1DVk) exp{−S[A, {V }]} , (135)
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where the choice of the replica k = 1 is arbitrary due the permutation symmetry among
the replicas. Moreover, it is useful to factor out the volume of the gauge group

∫
DU

and this can be done by making the change of variables A → AU1 and Uk → UkU
−1
1 ,

∀k > 1 in (135). Once this is done, no explicit dependence on U1 appears and the integral
over this field factorizes. To simplify the notation, we establish the following replacement
(c1, c̄1, b1)→ (c, c̄, b). Therefore, one gets

〈O[A]〉 = lim
n→0

∫
DADcDc̄Db(∏n

k=2DVk)O[A] exp{−S[A, c, c̄, b, {V }]}∫
DADcDc̄Db(∏n

k=2DVk) exp{−S[A, c, c̄, b, {V }]} . (136)

Then, the Serreau-Tissier action in Landau gauge reads

S[A, c, c̄, b, {V }] =
∫
d4x

[
1
4F

a
µνF

a
µν + iba∂µA

a
µ + c̄a∂µD

ab
µ c

b + β0

2 A
a
µA

a
µ

+
p∑

k=2
(SW [AUk ] + SFP [AUk , ck, c̄k, bk])

]
. (137)

The gauge fixed action (137) gives rise to an alternative of the refined GZ framework
for continuum implementation of the Landau gauge. Furthermore, the Serreau-Tissier
approach turns out to be renormalizable in four dimensions (77). In particular, this
method is a nice gauge-fixing because the averages of gauge-invariant observables are
equal to those obtained with just the YM weight. The n → 0 limit is decisive to keep
the validation of the last property as it accounts for the existence of the denominator in
(121). Another comment to make is that the only hypothesis made so far was the change
of order between the limit n → 0 with the path-integral over Aµ. Then, the Serreau-
Tissier framework can be summarized by first calculate averages for fixed n with the
action (137) and in the perturbative computations analytic functions of n are obtained,
after this achievement one takes the n→ 0 limit

〈Oinv[A]〉 = lim
n→0

[O[A](n)] . (138)

Finally, the traditional Curci-Ferrari model is recovered when n = 1, i.e.,

〈Oinv[A]〉CF = [O[A](n = 1)] . (139)

This emphasizes that the phenomenological model cannot agree with the gauge fixed
version of YM theories when the Gribov copies are considered in the Serreau-Tissier
framework. Moreover, the limit n → 0 is mandatory for the independence of gauge-
invariant quantities with respect to the gauge-fixing procedure.
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2.2.4 The supersymmetric formulation of the Serreau-Tissier approach

In the previous subsections we started to review with more details the alter-
native approach proposed by Serreau-Tissier for the gauge-fixing procedure in Landau
gauge taking into account the Gribov copies effects. This gauge-fixing procedure can
be cast into a local QFT by adding the replica fields. For having access to averages in
the Serreau-Tissier framework one needs to perform two steps which are summarized as
follows: first compute them with the Serreau-Tissier action (137), and second apply the
n→ 0 limit. As a consequence, the calculations are done for n fixed.

In this subsection, we turn our attention to review the supersymmetric version of
the Serreau-Tissier action (137) 21. This supersymmetric extension shows nontrivial sym-
metries and as a result the proof of the renormalizability of the model in four dimensions,
as commented before, turns out possible (77). Let us begin defining the symbol V as a
SU(N) supermatrix field, namely

V (x, θ, θ̄) = exp{ig[θ̄c+ c̄θ + θ̄θb̃]}U , (140)

where the superfield V lives on a superspace created by the standard Euclidean space
(x) with d dimensions and by Grasmannian coordinates (θ, θ̄) which satisfies θ2 = θ̄2 =
θθ̄ + θ̄θ = 0. Furthermore, V is a superfield which takes value in the gauge group under
consideration and thereby, for SU(N), it satisfies V †.V = I. The Lautrup-Nakanishi field
is rewritten as b̃a = iba + g

2f
abcc̄bcc and the dependence from the coordinate x is present

through the fields U, c, c̄ and b. Moreover, the Grassmann space is curved and it has a
line element defined as ds2 = gMNdNdM = 2gθθ̄dθ̄dθ. The Grassmann metric gMN from
(131) is

gθ̄θ = −gθθ̄ = β0θ̄θ + 1 ,

gθ̄θ = −gθθ̄ = β0θ̄θ − 1 . (141)

The invariant integration measure is characterized by
∫
dθdθ̄ g

1
2 (θθ̄) =

∫
dθdθ̄ (β0θ̄θ − 1) = β0 . (142)

The super gauge transformation AV reads

AVµ = V AµV
−1 + i

g
V ∂µV

−1 , (143)

21 The CF action (120) can be rewritten in a supersymmetric description and it was already studied in
(131). Thus, the Serreau-Tissier action also presents such formulation (77, 78).
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the expression (143) is analogous to the simple gauge transform given by (1.1). In supers-
pace, the weight (132) takes the form

SW [AU ] + SFP [AU , c, c̄, b] =
∫
ddxdθdθ̄(β0θ̄θ − 1)Tr(AVµ )2 . (144)

The description of (144) as a supersymetric nonlinear sigma model characterized on the
superspace (x, θ, θ̄) is expressed as

Tr(AVµ )2 = Tr(Aµ −
i

g
V −1∂µV )2 = − 1

g2Tr(V
−1DµV )2 , (145)

where the covariant derivative for this case is

DµV ≡ ∂µV + igV Aµ . (146)

The action (133) using (132) and (144)-(145), defines a set of n gauged supersymmetric
nonlinear sigma models. Also, it is invariant under the super gauge transformation A→
AV and Vk → VkV

−1, ∀k = 1, ...., n. This symmetry is broken when one replica is selected
to factor out the volume of the gauge group. Thereby, the action (137) represents a theory
which is gauge fixed for n − 1 gauged supersymmetric nonlinear sigma models by (132),
thus (137) can be rewritten as

S[A, c, c̄, b, {V }] = SYM [A] + SW [A] + SFP [A, c, c̄, b]

− 1
g2

p∑
k=2

∫
ddxdθdθ̄(βθ̄θ − 1)Tr(V −1

k DµVk)2 . (147)

The proof of the renormalizability of Serreau-Tissier framework (137)-(145) in
Landau gauge for d = 4 was done in (77). Some remarks about this proof will be given
below, e.g., due to the presence of nonlinear sigma models 22, which are known to be
renormalizable in d = 2. The proof was based on the principles established by (89) and
the idea was to recognize local terms with mass dimension less or equal to four 23 in the
effective action Σ compatible with the symmetries of the theory.

Additionally, the demonstration was done for any n, however the limit n→ 0 was
not employed and because of that the renormalization factors depended on n. Also, The
gluon and ghost two-point vertex functions were computed at one-loop in the CF model
(25, 26) with dimensional regularization. The corresponding one-loop expressions for this
model can be determined by replacing the bare gluon mass m2

0 → nβ0. However, when

22 The nonlinear sigma model is a model with an O(N) symmetry and the field is a N -vector of fixed
length.

23 This comes from the theorem of Weinberg which states that the free propagators decrease fast enough
at large momentum.
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one takes the limit n → 0, one can observe that the gluon mass goes to zero recovering
the original Yang-Mills-Faddeev-Popov action (39) and not the particular CF action (120)
established by (26). Therefore, the Serreau-Tissier framework is based on just when the
limit n → 0 is applied, thus, the renormalization procedure should be done only in this
limit. Nonetheless, when the computation of averages are realized, it is fundamental to
work in a finite n theory and then take the limit n → 0. Moreover, the perturbation
theory is defined for finite n. Also, it is possible to study the Serreau-Tissier approach
by computing various one-loop contributions for two point vertex functions, etc. And
the results reproduce well the lattice data. The possible problems when it takes the
limit n→ 0 are the questionable order of limits presented before and the generation of a
gluon mass, this one will be well-explained in the next chapter (3). These efforts were to
generate the gauge field mass with Serreau-Tissier’s gauge-fixing method, however up to
this thesis none of them were totally convincing (77, 79).
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3 GENERATING THE GLUON MASS IN THE SERREAU-TISSIER
APPROACH

In this chapter, we are going to establish a good explanation for the generation
of gauge field (gluon) mass added in the particular CF phenomenological model proposed
by M. Tissier and N. Wschebor (26) using the first principles model developed by J.
Serreau and M. Tissier (77, 78, 79). To accomplish that, we must discuss the similarities
between the nonlinear sigma models (NLσ ) in two space-time dimensions and QCD.

3.1 The analogies between NLσ model and Yang-Mills theories

The NLσ and YM theories have as a common characteristic the asymptotic
freedom behavior (9, 10, 134). Moreover, their low energy excitations are gaped, while
their microscopic versions contain massless fields. For instance in the NLσ model, this
visible transformation of the spectrum can be seen as an effect of the symmetry restoration
phenomenon, which we will review using the O(N)/O(N − 1) example (135). One of the
possible viewpoints for the NLσ model is through the description of the ordered phase of
a N component vectorial model, where the radial fluctuations are frozen and it contains
N − 1 pseudo Goldstone bosons. Nonetheless, the theorem established by Mermin and
Wagner declares that no such ordered phase exists in two spacetime dimensions (136).
The real spectrum of the theory involves instead N degenerate massive modes, with an
exponentially small mass.

From the Wilson functional renormalization group framework (137, 138) one can
understand in a better manner the phenomenon of symmetry restoration, this occurs
since it is possible to compute the dependence of the effective potential as a function
of a renormalization-group scale k. For k of the order of the inverse lattice scale, the
potential is strongly peaked around a nonzero value, which guarantees that the radial
modes are frozen and that only the transverse pseudo Goldstone modes contribute. When
k decreases, the minimum of the potential decreases and eventually vanishes below some
renormalization group scale kr. Below this scale, the symmetry in internal space is restored
and all modes are massive, with a common mass. On the other hand, as already discussed
in subsection (2.1.4) in Yang-Mills theories, there is now strong evidence that the gluon
field is massive, in the sense that the gluon propagator saturates at finite values when the
momentum tends to zero. It is also claimed that the gluon mass is generated by using
nonperturbative methods such as Dyson-Schwinger equations, functional renormalization
group (139, 27, 23, 140, 141, 24).

The main goal to be achieved in this chapter is to show that the similarities between
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Yang-Mills theory and the NLσ are more robust than what was presented above. This
study is realized in Landau gauge, where the Gribov ambiguity is considered by weighting
the different Gribov copies, in a simple generalization of the procedure introduced in (77)
and what was reviewed in the last chapter (2). As emphasized before, this particular
gauge-fixing can be formulated in terms of a field theory in the continuum limit, which
involves a set of NLσ fields. The first aspect to pursuit is the question of whether the
phenomenon of symmetry restoration discussed above is realized or not in this particular
model. This may seem surprising at first view because the theory lives in four space-
time dimensions while the phenomenon of symmetry restoration in the NLσ model occurs
in two dimensions less. Therefore, we show that this phenomenon occurs in our case
thanks to supersymmetries which, in an effective way "reduce" the number of space-time
dimensions by two. This phenomenon is similar to the dimensional reduction of Parisi and
Sourlas (142, 143). Moreover, a fundamental consequence of this symmetry restoration
is that the gluons acquire a mass. This makes contact with the results obtained in large
volume lattice simulations (115, 116, 144, 145, 112).

As already written, the authors J. Serreau and M. Tissier focused on discover the
most reasonable explanation for the generation of the gluon mass with the gauge-fixing
described in (77) for the particular CF model proposed by M. Tissier and N. Wschebor in
the last decade, however before this thesis none of the attempts were totally satisfactory.
In their seminal work, a gluon mass was generated under the doubtful conjecture that
two limits can be inverted as commented in subsection (2.2.3). In (79), the gluon mass
was generated due to the presence of collective effect in an extension of the gauge-fixing
to nonlinear Curci-Ferrari-Delbourgo-Jarvis gauge. Unfortunately, in the limit where this
gauge coincides with the Landau gauge, the mass tends to zero. Thus, the present chapter
finally establishes a reasonable solution to the generation of the mass in this context.

3.2 A novel weight function for the Serreau-Tissier procedure

In this section we revisit some definitions presented in the first two chapters of
this thesis using them in the gauge-fixing method developed by J. Serreau and M. Tissier
with some novelties to discuss how their framework can be expressed in terms of a field
theory in a modified way when one compares with previous analysis. As usually for this
approach we focus on Landau gauge (14), where the lattice simulations provided a lot of
results. In practice, one obtains from Eq.(62) the gauge transformation U when a gauge
field configuration Aµ = AaµT

a is selected, moreover the finite gauge transformation reads
the same as (1.1). Remembering the expression (71) the gauge can be equivalently fixed
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by imposing that U extremizes

H[A,U ] =
∫
ddxTr(AUµ )2 , (148)

at fixed Aµ. As unveiled in the original work of Gribov (35), and as discussed at length
in the previous chapters, and considering the exhaustively discussion in this thesis, there
exist Gribov copies, Ui, to this gauge-fixing problem. Following the strategy put forward
in (77) and sum over the different Gribov copies, with a weight function P [U ]. The
gauge-fixing procedure applied to some operator O will be rewritten as

〈O[A]〉 =
∑
iO[AUi ]P [Ui]∑

iP [Ui]
, (149)

where the sums run over all Gribov copies as emphasized in section (2.2).
In this chapter, we establish as a weight function the following expression

P [U ] =
det

(
Mab[AU ;x, y] + %0δabδ(x− y)

)

| det
(
M[AU ]

)
|

exp
(
− β0H[A,U ]

)
, (150)

with Mab[A;x, y] the well-known Faddeev-Popov operator in Landau gauge determined
by (60); as a novelty compared to the model presented in subsection (2.2.2) we have %0,
which is a gauge-fixing parameter of mass dimension squared. Observe that for %0 = 0,
this gauge-fixing identifies with the one proposed in (77) or (122). For finite %0, the ratio
of determinants favors the Gribov copies which are near to the Gribov horizons, where
the Faddeev-Popov operator has a zero mode. In the last decade works (77, 78, 79),
this parameter was not considered because it leads to a breaking of some symmetries,
which makes the algebra more cumbersome. Nevertheless, there is no evidence that this
symmetry is indeed realized in lattice simulations and it is a priori authentic to introduce
it.

As shown in the subsection (2.2.3) this gauge-fixing procedure can be rewritten in
terms of a continuum field theory and involves the introduction of auxiliary fields. Thus,
the numerator of (149) is described as

∑
i

O[AUi ]P [U i] =
∫
DUDcDc̄DbO[AU ] exp

(
− Sgf [AU , c, c̄, b]

)
, (151)

where the integral over U involves the Haar measure over the group. Therefore,

Sgf [A, c, c̄, b] =
∫
ddx

[
iba∂µA

a
µ + %0 c̄

aca + β0

2 (Aaµ)2 + ∂µc̄
a(∂µca + gfabcAbµc

c)
]
. (152)
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From the Serreau-Tissier formalism one can cast the fields appearing in the path integral
(151) in a conveniently superfield, V (x, θ̄, θ), eq.(140). The gauge-fixing action simply
rewrites

S̃gf [A, V ] = 1
g2

∫
ddx

∫
dθdθ̄(β0θ̄θ − 1)Tr

[
(DµV )†(DµV ) + 2%0θθ̄∂θ̄V

†∂θV

]
, (153)

where the covariant derivative is given by (146). In our conventions, one has the expression
(142), also

∫
dθdθ̄ θ̄θ = 1, and

∫
dθdθ̄(β0θ̄θ − 1)θ̄θ = −1.

In order to encode the denominator appearing in eq.(149), we use the same replica
trick already presented in subsection (2.2.3), i.e, we introduce p−1 copies of the superfield
V and take the limit p→ 0 at the end of the calculation. Therefore, we have p copies of the
supersymmetric field Vk, as usually, one for the numerator and p−1 for the denominator.

Following the order of the steps established in section (2.2), it is the moment to
average over the gauge configurations with the Yang-Mills weight:

〈O〉 =
∫
DA 〈O〉 exp{−SYM}∫
DA exp{−SYM}

. (154)

At this level, the dynamics is given by the action:

S[A, c, c̄, b, V ] =
∫
ddx

[
1
4F

a
µνF

a
µν + iba∂µA

a
µ + %0 c̄

aca + β0

2 (Aaµ)2

+ ∂µc̄
a(∂µca + gfabcAbµc

c)
]

+
p∑

k=2
S̃gf [A, Vk] . (155)

The theory with %0 = 0 was shown to be renormalizable (77). Adding a operator
with mass dimension squared should not break the perturbative renormalizability of the
theory. As shown in (77), at this particular point, the (super)symmetries of the model
guaranties that all closed loops of replica fields vanish.

3.3 Symmetry restoration phenomenon

The field theory characterized in the last section involves fields V living in a
superspace (with 4 bosonic and 2 Grassmann coordinates) and which take values in the
gauge group. These fields look like closely the constrained fields of a nonlinear sigma model
in 2 dimensions, which are known to exhibit the phenomenon of symmetry restoration.

In order to simplify the discussion, let us focus in the remaining of this chapter
on the SU(2) gauge group and rewrite the elements of this group in terms of a unit
4-component vector field of unit norm (nA), with A ∈ {0, 1, 2, 3}): Vk = nAk ΣA where
ΣA = {I, iσa}. Here and below, latin indices run from 1 to 3 and the capital latin indices
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at the beginning of the alphabet run from 0 to 3 and are associated with the SU(2) group
structure. We then rewrite the action in terms of an unconstrained field and impose the
constraint on the norm of n through a new auxiliary field ς. To deal with this constraint,

let us first open up the eq. (153), then the term Tr
[
(DµV )†DµV

]
will be given by

1
g2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)
Tr
[
(DµV )†(DµV )

]
= 1

g2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)[
2(∂µn0)2

− g2

2 A
a
µA

a
µ + 2g

[
∂µ

(
na
)]
n0Abµ

− 2gεabcAaµ
[
∂µ

(
nb
)]
nc

+ 2
(
∂µn

a

)(
∂µn

b

)
δab

−
(
g2A2

2

)
nanbδab

]
. (156)

Moreover, the term Tr
[
2%0θθ̄∂θ̄V

†∂θV

]
will be rewritten as

1
g2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)
Tr

[
2%0θθ̄∂θ̄V

†∂θV
]

= 2
g2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)
.

[
2%0θθ̄∂θ̄n

A∂θn
A
]
.

(157)

Thus, adding the constraint term ς and the results (156), (157) the action Eq. (153) is
replaced by

S̃gf [A, n, ς] = 2
g2

∫
ddx

∫
dθdθ̄(β0θ̄θ − 1)

{
(∂µnA)2 + gfaABAaµn

A∂µn
B + g2

4 (nA)2(Aaµ)2

+ 2%0θθ̄∂θ̄n
A∂θn

A + iς
[
(nA)2 − 1

] }
, (158)

where faAB = − i
4Tr[σ

a((ΣA)†ΣB − (ΣB)†ΣA)] is antisymmetric in its last two indices and
is fully characterized by fa0b = δab and fabc = εabc. The second term from eq.(153) can be
computed using the supersymmetric formalism, furthermore this one explicitly breaks the
supersymmetry establishing a new term when one compares to the work (77) therefore in
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the gauge-fixing action, one has for fixed k = 1 replica

1
g2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)
Tr

[
2%0θθ̄∂θ̄V

†∂θV
]

= 2%0

g2

∫
ddxTr

[
∂θ̄V

†∂θV
]

= −2%0

g2

∫
ddxTr

[
g2cc̄

]
=

∫
ddx [%0c̄

aca] . (159)

The constraint on the norm of the field nmust be implemented correctly, to achieve
that the auxiliary field ς shall be integrated on the imaginary axis. From the review in
subsection (2.2.4) we remind that the matrix field V has a replica index, which implies
that both the 4-vector field n and the auxiliary field ς also have a replica index, even
though not expressly described above. Henceforward, all expectation values are taken
with the action given by eq. (155) or in more detailed way eq. (158) and we shall denote
this average with 〈〉.

At this moment, let us comment what we have earned with this new proposal. In
the description of the theory in terms of a SU(2) field V , or equivalently, in terms of a
unit norm vector nA, both actions Sgf and S̃gf offer a contribution to the mass squared
of the gluons which is equal to β0. From eq. (158) one can easily observe the contribution
of S̃gf to the square mass of the gluon, see the third term with (nA)2 = 1. Since the
action S̃gf appears (p − 1) times in the action eq. (155), the total gluon square mass is
established by β0 + (p − 1)β0, which tends to zero in the limit of vanishing number of
replica. Nevertheless, one can think in another scenario, i.e, the tree-level equation of
motion for the n field which is inAk ςk = 0 allows as a solution n = 0 if ς 6= 0. This would
correspond to a symmetry restoration for the NLσ fields. Thus, for this viewpoint the
third term in eq. (158) does not contribute to the tree-level square mass of the gluons
although represents a 4-point vertex. Using this conjecture, the total gluon square mass is
given by β0. This observation is crucial to comprehend whether or not the average value
of the field n vanishes. Let us now try to understand the symmetry restoration of the n
field. To accomplish that, we are going to adopt the method developed in (146, 147) which
resides in investigating the equation of motion for the ς field. In terms of the effective
action Γ[ς̂k] for the classical field ς̂k = 〈iςk〉, the minimization equation is presented as

δΓ[ς̂k]
δς̂k(x) =

〈
δS

δiςk(x)

〉
. (160)

Note that even if the fluctuating field is integrated over the imaginary axis, the classical
field ς̂ is real. Moreover, since the action is linear in ς, we obtain the exact nonperturbative
to all order equation:
∫
dθdθ̄(β0θ̄θ − 1)

〈
(nAk )2 − 1

〉
= 0 . (161)



66

The second term in the previous equation is easy to compute. By using the de-
finition of the measure in Grassmann space,

∫
dθdθ̄(β0θ̄θ − 1) = β0. The first term can

be interpreted as an integral over momenta of the propagator for the field n, integrated
over the Grassmann coordinates

∫
dθdθ̄(β0θ̄θ − 1) and summed over the SU(2) index A.

In this thesis, we limit ourselves to the calculation of this propagator at leading order
(tree level). Therefore, in the next subsection we are going to compute these tree-level
propagators with some details.

3.3.1 Tree-level propagators for the Serreau-Tissier action

In this subsection, we are going to show the tree-level propagators obtained
from the Serreau-Tissier action in Landau gauge since these results are important for the
next subsection. Thus, to accomplish that, let us first represent the unit norm vector nA

written in terms of the Grassmann and space-time coordinates with (k = 2, ..., p) replicas,
i.e.,

nAk (x, θ, θ̄) = NA
k + iθ̄cAk + iθc̄Ak + θθ̄b̃k

A
.

(162)

The first step consists in decomposing the action (158) in components to make all the
action (155) dependent only of the space-time coordinates. Therefore, the starting action
for us to work is

S =
∫
ddx

{[
1
4F

a
µνF

a
µν + iba∂µA

a
µ − c̄a∂µDab

µ c
b + β0

2 A
a
µA

a
µ + %0c̄

aca
]

+
p∑

k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)[
(nAk )2

2 AaµA
a
µ + 2

g2 (∂nAk )(∂nAk )

+ 2
g
faABAaµn

A
k ∂µn

B
k + 2i

g2 ςk

(
(nAk )2 − 1

)]

+ 4%0

g2

p∑
k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)
θθ̄∂θ̄n

A
k ∂θn

A
k

}
. (163)

Making a suitable change in the variables, one has

4%0

g2 = %0 ,

4
g2 = 1 . (164)
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Thereby, establishing the replacement of (157) and (164) in (163), we have

S =
∫
ddx

{[
1
4F

a
µνF

a
µν + iba∂µA

a
µ − c̄a∂µDab

µ c
b + β0

2 A
a
µA

a
µ + %0c̄

aca
]

+
p∑

k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)[
(nAk )2

2 AaµA
a
µ + 1

2(∂µnAk )(∂µnAk ) + g

2f
aABAaµn

A
k ∂µn

B
k

+ iςk

(
(nAk )2 − 1

)]
+ %0

p∑
k=2

∫
ddx

(
c̄Ak c

A
k

)}
. (165)

Using (162) in the expression (165), the gauge-fixing sector which mix the gauge field and
the unit vector with replicas will be
p∑

k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)(
(nAk )2

2 AaµA
a
µ

)
=

p∑
k=2

∫
ddx

[
β0

2 (NA
k )2

(
AaµA

a
µ

)

+ c̄Ak c
A
k

(
AaµA

a
µ

)
+ b̃k

A
NA
k

(
AaµA

a
µ

)]
.

(166)

p∑
k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)[
g

2f
aABAaµn

A
k ∂µn

B
k

]
=

p∑
k=2

∫
ddx

(
gβ0

2 faABAaµN
A
k ∂µN

B
k

− g

2f
aABAaµc

A
k ∂µc̄

B
k + g

2f
aABAaµc̄

A
k ∂µc

B
k

)
.

(167)

For the unit vector term, one has
p∑

k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)[
1
2(∂µnAk )(∂µnAk )

]
=

p∑
k=2

∫
x

[
β0

2 ∂µN
A
k ∂µN

A
k

+ (∂µc̄Ak )∂µcAk + ∂µb̃k
A
∂µN

A
k

]
.

(168)

Looking the auxiliary ς field sector, one has
p∑

k=2

∫
ddx

∫
dθdθ̄

(
β0θ̄θ − 1

)[
iςk

(
(nAk )2 − 1

)]
=

p∑
k=2

∫
ddx

{
iβ0

2 ςkN
A
k N

A
k + iςkc̄

A
k c

A
k

+ iςkN
A
k b̃k

A − iβ0

2 ςk

}
. (169)
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Therefore, the Serreau-Tissier action in components is written as

S =
∫
ddx

{
1
4F

a
µνF

a
µν + iba∂µA

a
µ − c̄a∂µDab

µ c
b + β0

2 A
a
µA

a
µ + %0c̄

aca

+
p∑

k=2

[
β0

2 (NA
k )2

(
AaµA

a
µ

)
− c̄Ak cAk

(
AaµA

a
µ

)
+ b̃AkN

A
k

(
AaµA

a
µ

)

+ β0

2 ∂µN
0
k∂µN

0
k + β0

2 ∂µN
a
k∂µN

a
k + (∂µc̄0

k)∂µc0
k + (∂µc̄ak)∂µcak

+ ∂µb̃
0
k∂µN

0
k + ∂µb̃

a
k∂µN

a
k + gβ0

2 faABAaµN
A
k ∂µN

B
k + gfabcAaµc̄

b
k(∂µcck)

+ iβ0

2 ςkN
0
kN

0
k + iβ0

2 ςkN
a
kN

a
k + iςkc̄

0
kc

0
k + iςkc̄

a
kc
a
k + iςkN

0
k b̃

0
k

+ iςkN
a
k b̃

a
k −

iβ0

2 ςk + %0

(
c̄0
kc

0
k

)
+ %0

(
c̄akc

a
k

)]}
. (170)

From the quadratic part of the action (170), also making the replacement of iςk →
ς̂k and using the equality (160), one can establish all the propagators of this model, i.e.,

〈
Aaµ (q)Abν (−q)

〉
= δab

(
℘µν

q2 + β0

)
,〈

Aaµ (q) bb (−q)
〉

= 0 ,〈
Aaµ (q)Na

l (−q)
〉

= 0 ,〈
bak (q) bbl (−q)

〉
= δab

(
− β0

q2 + ς̂k

)
,

〈
bAk (q)NB

l (−q)
〉

= − δABδkl(
q2 + ς̂k

) ,
(171)

〈
NA
k (q)NB

l (−q)
〉

= 0 ,

〈c0
k(q)c̄0

l (−q)〉 = 1(
q2 + ς̂k

)[δkl − %0

q2 + ς̂k + %0

]
,

〈cak(q)c̄bl (−q)〉 = δab(
q2 + ς̂k

)[δkl − %0

q2 + ς̂k + %0

]
. (172)

3.3.2 Exact nonperturbative equation

Let us now establish the exact nonperturbative to all order equation (161) by
taking into account the equation (160), the results presented in (172) also the real averages
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(super)fields ς̂k ≡ 〈iςk〉 and n̂Ak ≡ 〈nAk 〉, we have up to first order in this computation, ς̂k
and ς̂k + %0 appearing as square masses of propagators and are therefore restricted to be
positive. This yields:

β0

2ḡ2

(
n̂2 − 1

)
+ µ2ε

∫ ddq

(2π)d

[
1

q2 + ς̂k
− 1
q2 + ς̂k + %0

]
= 0 , (173)

here we have introduced the dimensionless coupling ḡ = gµ−ε and a momentum scale µ.
As expected, the loop contribution given by the right-hand side of the previous equation
vanishes at %0 = 0. This implies that the loop-divergence is proportional to %0 and thus
only logarithmic. This is a manifestation of the dimensional reduction mentioned above.
Observe finally that all replica fields ς̂k satisfy the same equation, a consequence of the
symmetry under permutation of the replica fields. In the following, to alleviate notations,
we remove the replica index k.

At the same order of approximation, we go back to the discussion of the equation

ς̂ n̂A = 0 , (174)

which has two solutions. The one with ς̂ = 0 corresponds to the phase of broken O(4)
symmetry with the hard constraint n̂2

brok = const. As already mentioned, ς̂ plays the role
of a square mass for the bosonic components of the superfield nAk , which are nothing but
the Goldstone modes. In that phase, we have from (173),

n̂2
brok = 1 + 2ḡ2

β0
µ2ε

∫ ddq

(2π)d

[
1

q2 + %0

]
. (175)

As mentioned previously, the case %0 > 0 allows other solution to (174), with n̂A = 0,
corresponding to a radiatively restored O(4) symmetry. The latter is characterized by
massive modes with square mass ς̂ = ς̂sym > 0, solution of the gap equation (173) rewritten
as

β0

2ḡ2 = 1
16π2

[
%0

ε
+ %0 + (ς̂r,sym + %0) ln µ̄2

ς̂r,sym + %0
− ς̂r,sym ln µ̄2

ς̂r,sym

]
. (176)

where we have used dimensional regularization with d = 4− 2ε and µ̄2 = 4πe−γµ2 where
γ is the Euler constant. Before discussing the solutions of (175) and (176), it is necessary
to renormalize them. Therefore, we introduce the renormalized fields and parameters as

nk
A =

√
Znn

A
k,r, ςk =

√
Zςςk,r, β0 = Zββr, %0 = Z%%r, ḡ2 = Zḡ2 ḡ2

r . (177)

Note that the first (classical) term on the left-hand side of (173) receives a overall factor
√
Zς . Also, at the present order of approximation, we can set all renormalization factors

to 1 in the tadpole (one-loop) integrals. It is possible to remove the UV divergence in
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(173) with the choices

√
ZςZβZ

−1
ḡ2 = Z−1

n = 1 + ḡ2
r

8π2
%r
βr

(1
ε

+ 1
)
. (178)

The broken phase solution (175) rewrites

n̂2
r,brok = 1− ḡ2

r

16π2
%r
βr

ln µ̄
2

%r
, (179)

therefore the gap equation (173) in the symmetric phase becomes

8π2βr
ḡ2
r

= (ς̂r,sym + %r) ln µ̄2

ς̂r,sym + %r
− ς̂r,sym ln µ̄2

ς̂r,sym
. (180)

The right-hand-side is a monotonously decreasing function of ς̂r,sym so there exists a unique
solution if

8π2βr
ḡ2
r

≤ %r ln µ̄
2

%r
≤ µ̄2

e
, (181)

where the second inequality is a bound for all values of the parameter %r. If this bound
is not fulfilled, our perturbative treatment does not lead to a consistent solution (with
ς̂r,sym ≥ 0). Depending on the sign of βr/ḡ2

r , we obtain different types of solutions.
It remains to be checked which phase 24 is favoured by the dynamics. With this

mind, we compute the effective potential V(ς̂ , n̂), defined from the effective action evalua-
ted at constant fields as Γ[ς̂ , n̂] =

∫
ddxV(ς̂ , n̂). At the order of approximation considered

here, the latter reads25

V(ς̂ , n̂) = (p− 1)
[

2β0

g2 ς̂
(
n̂2 − 1

)
+ 4

∫ ddq

(2π)d ln q2 + ς̂

q2 + ς̂ + %

]
+ const.

(182)

V(ς̂ , n̂) = V(0, 0) + (p− 1)

2βr
ḡ2
r

ς̂r
(
n̂2
r − 1

)
+ 1

8π2

[
%r ς̂r + (ς̂r + %r)2 ln µ̄2

ς̂r + %r

] .
(183)

In the last expression we have used the renormalization factors (178) and a field-independent
divergence has been absorbed in V(0, 0) in (183), where the limit ε → 0 can be safely

24 The phases are defined as broken or restored O(4) symmetry.
25 One easily checks that the one-loop equations of motion (173) and inAk ςk = 0 correspond to ∂V/∂ς̂ =
∂V/∂n̂A = 0.
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taken. We now compare the values of the potential for the two solutions of the equations
of motion corresponding to the broken and the symmetric phases. The former is charac-
terized by ς̂ = 0 and one easily checks that V(0, n̂) = V(0, 0) is independent of n̂. The
symmetric phase is defined by n̂A = 0 and ς̂ = ς̂sym which solves the gap equation (180).
Using the latter to express βr/ḡ2

r in terms of ς̂r,sym, we obtain

V(ς̂sym, 0)− V(0, n̂brok) = p− 1
8π2

[
%2
r ln %r

ς̂r,sym + %r
− ς̂2

r,sym ln ς̂r,sym

ς̂r,sym + %r
+ %r ς̂r,sym

]
. (184)

The term in bracket is always positive for %r, ς̂r,sym > 0. We conclude that V(ς̂sym, 0) <
V(0, nbrok) in the limit p → 0, i.e., the symmetric phase, whenever permitted by the
parameters (see above), is the favoured one.
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4 THE BRST INVARIANT FORMULATION OF THE GZ MODEL

The construction of the GZ action, which is responsible for generalize to all
orders the no-pole condition of Gribov, generates an effective action to characterize the
infrared regime for the YM theories in a local and renormalizable way, however up to now
just using particular aspects of Landau gauge. The extension of this formalism to other
gauges is a highly nontrivial task. Moreover, there is the lost of the BRST symmetry,
which is primordial to control the independence of physical quantities. As already written
in the subsection (2.1.5), one can understand the soft breaking by looking the region Ω
and seeing the correspondent gauge field may be outside this region (40). This argument
leads us to consider possible nonperturbative effects coming from the horizon function,
which would be responsible for influencing the BRST operator.

One way to deal with this problem is to investigate the BRST restoration case for
the RGZ action through directly changes in the transformations done by the operator s
in the fields of the model. However, in order to keep both Lorentz and color invariance,
the theory turns out to be nonlocal, looses its spectrum and the nilpotency (53, 148, 149).
Another idea it would consider the construction of a horizon function in an invariant way.
In the next section, we will review as a first step the recent construction of the action
of the GZ approach in a BRST invariant form (65, 68). This novel method implies in a
restriction in the functional integral domain like Gribov’s approach, although equivalent
to a BRST invariant horizon function. This assumption makes possible the extension for
LCG and the inclusion of fermionic matter fields in a renormalizable way, which is our
original work for this part of the manuscript and the main objective for the next two
chapters. An important remark needs to be established, this form of thinking invokes a
double nonlocality, the first one coming from, as usually, the horizon function and the
other one come from the own BRST transformation. This issue is solved by introducing a
set of auxiliary fields including a field like Stückelberg, which turns out possible to localize
the GZ action even being nonpolynomial.

4.1 The BRST invariant horizon function in Landau gauge

In the sequel, let us develop a nonperturbative restitution mechanism for the BRST
symmetry of the GZ action in Landau gauge (102). As a first step, one has to consider
the A2

min
26. This operator operator is achieved through the minimization procedure of

26 The detailed construction of this operator is in appendix (A).
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the functional Tr
∫
d4xAUµA

U
µ along the gauge orbit of Aµ (100, 66, 106, 107), i.e.,

A2
min ≡ min

{U}
Tr

∫
d4xAUµA

U
µ , AUµ = U †AµU + i

g
U †∂µU . (185)

The stationary points of this functional are established by the transverse gauge field
configurations Ahµ = Ah,aµ T a, where h is one of the possibilities for U and for some gauge
field configuration Aµ, one obtains the transverse gauge field Ah,aµ , which obeys ∂µAhµ = 0
and can be express as an infinite series of the gauge field Aµ (66), thus

Ahµ =
(
δµν −

∂µ∂ν
∂2

)
φν , ∂µA

h
µ = 0 ,

φν = Aν − ig
[

1
∂2∂A,Aν

]
+ ig

2

[
1
∂2∂A, ∂ν

1
∂2∂A

]
+O(A3) . (186)

Explicitly, Ah,aµ is given by

Ahµ =
(
δµν −

∂µ∂ν
∂2

)(
Aν − ig

[ 1
∂2∂A,Aν

]
+ ig

2

[ 1
∂2∂A, ∂ν

1
∂2∂A

]
+O(A3)

)
, (187)

with Ahµ being BRST-invariant,

sAhµ = 0 , sAaµ = −Dab
µ (A)cb . (188)

Therefore, using (186) in (185), one has

A2
min = Tr

∫
d4xAhµA

h
µ

= 1
2

∫
d4x

[
Aaµ

(
δµν −

∂µ∂ν
∂2

)
Aaν − gfabc

(
∂ν
∂2A

a

)(
1
∂2A

b

)
Acν

]
+O(A4) .

(189)

Rewriting the functional (186) in terms of the field strength applying the gauge-invariant
nature of the expression (189), one has the following equation which was already demons-
trated in (66)

A2
min = −1

2Tr
∫
d4x

(
Fµν

1
D2Fµν + 2i 1

D2Fλµ

[
1
D2DκFκλ,

1
D2DνFνµ

]

−2i 1
D2Fλµ

[
1
D2DκFκν ,

1
D2DνFλµ

])
+O(F 4) . (190)

The gauge invariance is apparent in (190). Moreover, in Landau gauge the operator A2
min

is the well-known functional H = A2, thus

A2
min = 1

2

∫
d4xAaµA

a
µ . (191)
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Turning our attention to the nonlocal gauge field (186), one can see that the term
∂A is present in all the terms with higher g order and as a consequence the horizon
function H(A) can be rewritten in terms of Ahµ as

H(A) = H(Ah)−R(A)(∂A) , (192)

where R(A)(∂A) =
∫
d4xd4yRa(x, y)(∂Aa)y is an infinite nonlocal series in powers of Aµ.

Therefore, the GZ action is written omitting the color indices in the following way

SGZ = SYM +
∫
d4x (ib∂µAµ + c̄∂µDµc) + γ4H(A)

= SYM +
∫
d4x (ib∂µAµ + c̄∂µDµc) + γ4H(Ah)− γ4R(A)(∂A)

= SYM +
∫
d4x

(
ibh∂µAµ + c̄∂µDµc

)
+ γ4H(Ah) , (193)

with the new Nakanishi-Lautrup bh field given by

bh = b− iγ4R(A) . (194)

The use of the field bh offers the possibility of writing the BRST transformations exactly.
The GZ action will be rewritten by the local Zwanziger fields (ϕ̄, ϕ, ω, ω̄) as

SGZ = SYM +
∫
d4x

(
ibh∂µAµ + c̄∂µDµc

)
−

∫
d4x

(
ϕ̄M(Ah)ϕ+ ω̄M(Ah)ω − γ2Ah(ϕ̄+ ϕ)

)
. (195)

where the FP operator will be rewritten as,

M(Ah) = −∂µDab
µ (Ah) = −δab∂2 + gfabcAh,cµ ∂µ , (196)

with ∂µAhµ = 0. The action (195) is invariant by the following nilpotent BRST transfor-
mations

sγ2Aaµ = −Dab
µ c

b , sγ2ca = g

2f
abccbcc , sγ2 c̄a = ibh,a , sγ2bh,a = 0 ,

sγ2ϕabµ = ωabµ , sγ2ωabµ = 0 , sγ2ω̄abµ = ϕ̄abµ − gγ2f cdb
∫
d4y Ah,cµ (y)

[
M−1(Ah)

]da
yx

,

sγ2ϕ̄abµ = 0 . (197)

This set of transformations is responsible for changing the BRST symmetry of the GZ
action, thus

sγ2SGZ = 0 . (198)

This new operator is the sγ2 is nonperturbative BRST operator and obeys some properties,
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e.g.,

sγ2 = s+ δγ2 , s2
γ2 = s = δ2

γ2 = 0 , ⇒ {s, δγ2} = 0 , (199)

where s is the traditional BRST operator (46), while the operator δγ2 has the following
transformations

δγ2 c̄a = −γ4Ra(A) , δγ2ba = γ4sRa(A) ,

δγ2ω̄acµ = gγ2fkbcAh,kµ

[
M−1(Ah)

]ba
, δγ2(rest) = 0. (200)

An important comment to make at this point is that when one sets the Gribov parameter
γ2 to zero, the traditional BRST operator s is recovered, this a fundamental characteristic
for looking the consistency of the GZ action, i.e., in the limit γ → 0 the usual YMFP
theory must be restored. The proof for s2

γ2 = 0 is directly from the condition sγ2Ahµ = 0.
Thus, the conditions wrote in (199) and the transformations (197) established an exact
BRST symmetry for the GZ action, a remarkable improvement compared to the soft
breaking of BRST symmetry presented in the section (2.1.5).

Therefore, at this moment the BRST symmetry depends on the Gribov parameter.
This evidence assures the reduction for the usual BRST transformations in the ultraviolet
regime. Moreover, this new kind of transformation brings us knowledge about the infrared
sector, however the set established in (197) is nonlocal. Another thing to observe is that,

sγ2
∂SGZ
∂γ2 = fabcAh,aµ ωbcµ 6= 0 ⇒ ∂SGZ

∂γ2 6= sγ2(...) , (201)

this means that the Gribov parameter is not a gauge parameter, which is the same result
obtained from the BRST soft breaking case. If one desires to have more details about
the physical meaning of the parameters introduced in the BRST soft breaking case, we
indicate (54).

Finally, to outline this subsection in a clear way, we have a nonlocal exact nonper-
turbative BRST symmetry, which turns out the GZ action invariant when the operator
sγ2 acts on it, moreover, this is possible since the transverse gauge-invariant field Ahµ is
added. The expression (195) is nonlocal due to the presence of the horizon function and
Ahµ, the later is represented by an infinite power series. Thus, the main objective from
now on will be to localize and renormalize the GZ action including the dimension two
condensates (〈ϕ̄ϕ− ω̄ω〉 and 〈AaµAaµ〉), i.e., the RGZ case by the algebraic renormalization
method (76). This action is going to be investigated by extending it in two manners.
The first one is the extension to LCG, i.e., α 6= 0, which an earlier attempt was done in
(63), and the second one is to include gauge-invariant fermionic composite fields, which
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are represented by the Dirac spinor fields (ψh, ψ̄h) also being nonlocal and represented by
an infinite power series. All of that will be done by using the new formalism for the GZ
approach, i.e., the employment of the exact nonperturbative BRST symmetry, which will
be also cast in a local form .

4.2 Extending the nonperturbative BRST-invariant formalism to LCG

Now, let us discuss the properties of BRST nilpotency and a construction for
the Gribov region to study the Gribov-Zwanziger approach in BRST-invariant way in
LCG. The first attempt was developed originally in (71, 72, 63), however this formulation
presented some problems and it will be clear in the following steps. Anyway, on this
type of gauge-fixing, the FP operator is not Hermitian, therefore, the original geometric
establishment of the Gribov region with this operator strictly positive loses the meaning.
For instance, if we could use the intuition, it will be possible to define a horizon function
w.r.t. a transversal invariant gauge field configuration, Ah,aµ , being able to deal with the
non-Hermitian problem. However, it is required to prove that this construction is at least
equivalent in some properties with the Gribov region in the Landau gauge.

Let us spend few more words about the first attempt, e.g., there exists infinitesimal
Gribov copies when the FP operatorM(A) = −∂µDab

µ develops zero-modes. Though, for
non-vanishing α, such an operator is not Hermitian as was previously mentioned and this
problem makes difficult to use the standard GZ analysis for the removal of such zero-modes
from the path integral measure. This hard task has been investigated for Gribov copies
with any values of α. Moreover, the works (71, 72, 63) used the projection of the operator
M(A) onto the transverse component of the gauge field. In this viewpoint, the projected
operator was Hermitian and the traditional procedure for the construction of a horizon
function was available. This structure was developed in (71, 72) and its renormalizability
was analyzed in details in (63). However, this development has some inconveniences, like
the Landau gauge is not fully recovered for standard RGZ action and it breaks the BRST
symmetry softly, turning difficult the control of the gauge parameter (in)dependence of the
correlation functions of gauge-invariant quantities. These difficulties have been supressed
by the construction of the BRST-invariant formulation of the RGZ action in Landau and
LCG, as discussed previously in this Thesis and originally in (65).

Before defining a Gribov region for LCG, we must remember the equation (39)
which is the standard Faddeev-Popov framework, the gauge fixed Yang-Mills action in
this class of gauge, written now as a function of the nonperturbative BRST operator sγ2
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by

SYMFP =
∫
d4x

[
1
4F

a
µνF

a
µν + ibh,a∂µA

a
µ + α

2 b
h,abh,a + c̄a∂µD

ab
µ c

b

]

=
∫
d4x

[
1
4F

a
µνF

a
µν + sγ2

(
c̄a∂µA

a
µ −

iα

2 c̄
abh,a

) ]
. (202)

From the last expression, one can observe that the gauge parameter is coupled to an exact
quantity sγ2 , this means that the expectation values of quantities that are invariant by s2

γ

do not depend on α. Thus, the GZ action is described as

SLCGGZ = SYMFP − g2γ4
∫
d4xd4y fabcAh,bµ (x)

[
M−1(Ah)

]ad
(x, y)fdecAh,eµ (y) .

(203)

An important remark to make at this moment is that the shifted Lautrup-Nakanishi field
bh,a has a trivial Jacobian determinant and it does not modify the physical content of the
theory, i.e., the correlation functions remains the same. Therefore, using this argument
the label h is unnecessary, thus there is no difference of treatment for the fields ba and
bh,a, and let us write everything from now on in terms of ba. The action (203) is an
usual extension of the Landau gauge case (α = 0), additionally it is invariant under the
nonperturbative BRST operator

sγ2SLCGGZ = 0 , (204)

Thereby, a candidate for the Gribov region in LCG presented in (65) is

ΩLCG =
{
Aaµ

∣∣∣∣ ∂µAaµ = iαba, ∂µA
h,a
µ = 0, −∂µDab

µ (Ah) > 0
}
. (205)

This region ΩLCG has the same important properties of the Gribov region Ω in the Landau
gauge, for example, it is convex and it is bounded in all directions (107). These properties
are connected directly with the linearity of the operator −∂µDab

µ (Ah). By the knowledge
of the author of this manuscript up to now the property referred to the existence of a
gauge field configuration located outside the Gribov region which is a copy of other one
located inside Ω was proved just in Landau gauge (104, 107). Therefore, the restriction
to ΩLCG is obtained through the following constraint on the original Faddeev-Popov path
integral,

Z =
∫

ΩLCG
DAµDbDcDc̄ exp{−(SYM + SFP )}

=
∫
DAµDbDcDc̄ exp{−(SYM + SFP + γ4H(Ah)− 4ϑγ4(N2 − 1))} , (206)
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with the horizon function being written in terms of the gauge-invariant field Ahµ.

H(Ah) = g2
∫
d4xd4y fabcAh,bµ (x)

[
M−1(Ah)

]ad
(x, y)fdecAh,eµ (y) , (207)

is the horizon function written in terms of the composite bosonic field Ah, with Faddeev-
Popov’s operator described now as [M−1(Ah)]ab = −∂µDab

µ (Ah), also as a remind ϑ is the
spacetime volume and N is the number of colors or internal degrees of freedom of the
gauge group SU(N). As observed in section (2.1.2), the Gribov parameter γ is not free,
although fixed through the gap equation (this time depending on Ah),

〈H(Ah)〉 = 4ϑ(N2 − 1) , (208)

this is a manifestly gauge-invariant expression that implements the gauge independence
of γ and, thus, assigns to it an authentic physical meaning. As an effect, it can enter
expectation values of gauge-invariant operators Og−inv, which LCG will obey sγ2Og−inv =
0. From (207), as highly emphasized before, the horizon function is a nonlocal expression
and, consequently, we have a nonlocal action which, thanks to the introductory properties
of the Gribov region ΩLCG, takes into account a large set of Gribov copies.

4.3 Localization procedure for the GZ approach in LCG

4.3.1 Localization of the GZ action in LCG

The procedure for localizing the horizon function in LCG is analogous as considered
in Landau one. First, let us localize the horizon function using the already well-known
Zwanziger’s ghosts (ϕ̄, ϕ, ω, ω̄). In LCG, the action will be

SLCGGZ = SYMFP −
∫
d4x

(
ϕ̄acµMab(Ah)ϕbcµ − ω̄acµMab(Ah)ωbcµ

)
+ γ2

∫
d4x gfabc(Ah)aµ(ϕ+ ϕ̄)bcµ . (209)

Unfortunately, as exhaustively mentioned, this procedure is not complete, i.e. the gauge-
invariant field, Ah,aµ , is nonlocal itself, thereby, we need to localize it. With this in mind,
let us introduce through auxiliary fields formalism, the well-known Stückelberg-like field
ξa, like (67, 150, 151, 152, 153)

h = eigξ = eigξ
aTa , (210)
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where the matrices {T a} are the generators of the internal symmetry group SU(N) as
presented in chapter (1). Then, we define Ahµ by the equation

Ahµ ≡ Ah,aµ T a = h†Aµh+ i

g
h†∂µh . (211)

The expression (211) is local, nonetheless nonpolynomial as the equation below shows,
i.e.

(Ah)aµ = Aaµ − ∂µξa + gfabcAbµξ
c − g2

2 f
abcξb∂µξ

c + higher orders . (212)

For more details of the procedure to reach the gauge-invariant bosonic field Ahµ in terms
of ξ, we refer the appendix (A), where to understand the method one just need to replace
ξ for the gauge parameter φ. Furthermore, under a gauge transformation with group
element U , one has

Aµ → AUµ = U †AµU + i

g
U †∂µU , h→ hU = U †h , h† → (hU)† = h†U , (213)

thus, it is possible to verify the gauge invariance of Ahµ, i.e.

Ahµ → (AUµ )h = Ahµ . (214)

The localization procedure is not finished yet, in the next subsection we are going to loca-
lize the nonperturbative BRST transformations. Moreover, it is important to remember
that a new Lagrange multiplier, τa , must be added in the action because of the transver-
sality condition obeyed by Ah, i.e. ∂µAhµ = 0; as well as the corresponding Jacobian, which
is controlled by a new pair of ghosts, namely, (η, η̄). An important remark to make at this
moment is that, the procedure mentioned here is analogous to the standard FP method
detailed in chapter (1). However, now we are introducing a gauge-invariant constraint,
i.e., we are avoiding problems with Gribov ambiguities. Thus, the local Gribov-Zwanziger
action in LCG is written as

SLCGGZ = SYMFP −
∫
d4x

(
ϕ̄acµMab(Ah)ϕbcµ − ω̄acµMab(Ah)ωbcµ

)
+ γ2

∫
d4x gfabc(Ah)aµ(ϕ+ ϕ̄)bcµ +

∫
d4x τa∂µ(Ah)aµ

−
∫
d4x η̄aMab(Ah)ηb . (215)

Even the equation (215) being local, it is nonpolynomial. However, this fact does not affect
the renormalization procedure, this occurs since there are similar nonpolynomial models
as Super YM in the superspace and nonlinear sigma models which are renormalizable as
well.
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4.3.2 Localizing the nonperturbative BRST transformations

The action (209) was localized in the previous subsection, let us turn our attention
to the localization procedure of the BRST operator (199), which brings the inverse of
Faddeev-Popov’s operator in the transformation of ω̄ (197). Therefore, the Stückelberg
field ξ is present in the GZ action inside definition (210). Moreover, the BRST symmetry
for the field h is written as

shij = −igca(T a)ikhkj , sAh,aµ = 0 , (216)

where the indices (i, j, k) belong to the fundamental representation of the group SU(N).
The BRST transformation of the Stückelberg field ξa is obtained iteratively from

the transformation of hij, yielding

sξa = gab(ξ)cb , (217)

with a power series in ξa, namely

gab(ξ) = −δab + g

2f
abcξc − g2

12f
amrfmbqξqξr +O(ξ3) . (218)

Furthermore, it is possible to check BRST invariance of the bosonic composite field Ahµ,
i.e., using (210) and (197) into (211), one has (omitting the color indices)

sAhµ = igh†cAµh+ h†(−∂µc+ ig[Aµ, c])h− igh†Aµch− h†c∂µh+ h†∂µ(ch)

= igh†cAµh− h†∂µch+ igh†Aµch− igh†cAµh− igh†Aµch− h†c∂µh

+ h†(∂µc)h+ h†c∂µh

= 0 . (219)

Now, let us localize the BRST symmetry itself. First, we need to make a trick, i.e.,

exp
(
− γ4H(Ah)

)
= exp

(
− γ4

2 H(Ah)
)

exp
(
− γ4

2 H(Ah)
)
. (220)

The second detail is to employ Zwanziger’s localization method once again, however, at
this time for each factor of (220) independently,

exp
(
− γ4

2 H(Ah)
)
∼

∫
DϕDϕ̄DωDω̄ exp

[
−
∫
d4x

(
− ϕ̄acµMab(Ah)ϕbcµ

+ ω̄acµMab(Ah)ωbcµ + gγ2
√

2 f
abcAh,aµ (ϕbcµ + ϕ̄bcµ )

)]
(221)
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and

exp
(
− γ4

2 H(Ah)
)
∼

∫
DπDπ̄DφDφ̄ exp

[
−
∫
d4x

(
− π̄acµMab(Ah)πbcµ

+ φ̄acµMab(Ah)φbcµ −
gγ2
√

2 f
abcAh,aµ (πbcµ + π̄bcµ )

)]
, (222)

where (π, π̄) is a pair of bosonic complex fields and (φ, φ̄) are fermionic fields. Making a
product between (221) and (222), one has the following alternative action

SLCGGZ = SYMFP −
∫
d4x

(
ϕ̄acµMab(Ah)ϕbcµ − ω̄acµMab(Ah)ωbcµ

)
−

∫
d4x

(
π̄acµMab(Ah)πbcµ − φ̄acµMab(Ah)φbcµ

)
+ gγ2
√

2

∫
d4x fabc(Ah)aµ(ϕ+ ϕ̄)bcµ

− gγ2
√

2

∫
d4x fabcAh,aµ (πbcµ + π̄bcµ ) +

∫
d4x τa∂µ(Ah)aµ −

∫
d4x η̄aMab(Ah)ηb .

(223)

The actions (215) and (223) have the same physical content. Nonetheless, in the last
action we gain the possibility of redefining the BRST transformations in a local way, i.e.,

slS
LCG
GZ = 0 , (224)

where sl is the localized BRST operator. Therefore, the BRST transformations will be
given by

slA
a
µ = −Dab

µ c
b , slc

a = g

2f
abccbcc ,

slc̄
a = iba , slb

a = 0 ,

slϕ
ab
µ = ωabµ , slω

ab
µ = 0 ,

slω̄
ab
µ = ϕ̄abµ + π̄abµ , slϕ̄

ab
µ = 0 ,

slh
ij = −igca(T a)ikhkj , slA

h,a
µ = 0 ,

slτ
a = 0 , slη̄

a = 0 ,

slη
a = 0 , slπ̄

ab
µ = 0 ,

slπ
ab
µ = φabµ , slφ̄

ab
µ = 0, ,

slπ̄
ab
µ = 0 , s2

l = 0 . (225)

Thus, to recover the nonlocal version sγ2 , one needs to integrate over the auxiliary field
π̄ using the equations of motion of π. Furthermore, we notice that the initial nonlocal
action (209), with the set of fields (τ, η, η̄) integrated, is written in terms of γ4, while
(223) is described only by terms depending on γ2, which suggests a discrete symmetry
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related to the invariance of the model, i.e., γ2 → −γ2 and implies in the invariance of the
local action by the following transformations

ϕabµ → −πabµ , ϕ̄abµ → −π̄abµ , πabµ → −ϕabµ , π̄abµ → −ϕ̄abµ ,

ωabµ → −φabµ , ω̄abµ → −φ̄abµ , φabµ → −ωabµ , φ̄abµ → −ω̄abµ . (226)

At this point, we have a set of nontrivial fields which are BRST-singlets and belonging to
the BRST cohomology. From (225), one has

sl(ϕabµ + πabµ ) = 2ωabµ , sl(ϕabµ − πabµ ) = 0 . (227)

Establishing a convenient combination, i.e.,

ιabµ = 1√
2(ϕabµ + πabµ ) , υabµ = 1√

2(ϕabµ − πabµ ) . (228)

Then, the action (223) will be written as

SLCGGZ = SYMFP +
∫
d4x

[
τa∂µ(Ah)aµ − η̄aMab(Ah)ηb − ῑacµMab(Ah)ιbcµ + ω̄acµMab(Ah)ωbcµ

− ῡacµMab(Ah)υbcµ + φ̄acµMab(Ah)φbcµ + gγ2
√

2 fabc(Ah)aµ(υ + ῡ)bcµ
]

= SYMFP +
∫
d4x

[
τa∂µ(Ah)aµ − η̄aMab(Ah)ηb − ῡacµMab(Ah)υbcµ

− sl

(
1√
2 ω̄

ac
µMab(Ah)ιbcµ

)
+ φ̄acµMab(Ah)φbcµ + gγ2

√
2 fabc(Ah)aµ(υ + ῡ)bcµ

]
,

(229)

while the full set of local nonperturbative BRST transformations of (225) is updated by

slA
a
µ = −Dab

µ c
b , slc

a = g

2f
abccbcc ,

slc̄
a = iba , slb

a = 0 ,

slι
ab
µ =

√
2ωabµ , slω

ab
µ = 0 ,

slω̄
ab
µ =

√
2ῑabµ , slῑ

ab
µ = 0 ,

slh
ij = −igca(T a)ikhkj , slA

h,a
µ = 0 ,

slτ
a = 0 , slη̄

a = 0 ,

slη
a = 0 , slφ̄

ab
µ = 0 ,

slυ
ab
µ = 0 , slῡ

ab
µ = 0, ,

slφ̄
ab
µ = 0 , s2

l = 0 . (230)

From (230), it is easy to see which fields are BRST singlets, i.e., (Ah, υ, ῡ, φ, φ̄, τ, η, η̄).
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Moreover, the set of trivial fields (ι, ῑ, ω, ω̄)abµ form BRST-doublets, i.e., they do not cons-
titute physical quantities, their perturbative contribution is null in the level of Feynman
diagrams (they cancel each other) and can be integrated out in the path integral. The-
refore, it is possible to rewrite the action in a local way by auxiliary fields which are
BRST singlets. Redefining in a convenient manner (υ, ῡ, φ, φ̄)→ (ϕ, ϕ̄, ω, ω̄), one has the
following local nonperturbative BRST-invariant GZ action

SLCGGZ = SYMFP −
∫
d4x

(
ϕ̄acµMab(Ah)ϕbcµ − ω̄acµMab(Ah)ωbcµ

)
+ γ2

∫
d4x gfabc(Ah)aµ(ϕ+ ϕ̄)bcµ +

∫
d4x τa∂µ(Ah)aµ

−
∫
d4x η̄aMab(Ah)ηb , (231)

where we go back to the original notation developed by Zwanziger for the auxiliary fields,
i.e., a bosonic pair (ϕ, ϕ̄) and a fermionic pair (ω, ω̄), now as BRST-singlets. To end this
section, the Gribov parameter γ belongs to the cohomology of the BRST operator sl, thus

sl
∂SLCGGZ

∂γ2 = sl

∫
d4x

[
gfabcAh,aµ (ϕ+ ϕ̄)bcµ

]
= 0 ⇒ ∂SLCGGZ

∂γ2 6= sγ2(...) . (232)

Therefore, γ is a physical parameter of the theory.



84

5 THE RGZ ACTION AND THE HORIZON FUNCTION FOR THE
MATTER

In the last chapter we presented a gauge-invariant formulation of the GZ action. It
allow us to study the Gribov problem in different gauges, not only in the Landau gauge as
originally proposed by Gribov. Now we are able to generalize the RGZ model in a BRST
invariant formulation.

Furthermore, we propose in this thesis an extension of the investigation done in
(65, 68, 69, 70, 71, 72, 63, 73, 74, 75) about the renormalizability properties of a local
and BRST invariant RGZ action including, at this time, a gauge-invariant local composite
Dirac field in the fundamental representation and its own horizon-like function. Therefore,
in this chapter we will present the model and its symmetry content, in the next chapter
we are going to prove by using the algebraic renormalization method (76), the all orders
renormalizability of such model, a subject which was still absent in those preceding works.

5.1 The gauge-invariant RGZ action

As already explained in subsection (2.1.4), once we have a nonvanishing Gribov
parameter γ, it is also possible to show that the vacuum expectation value of the dimension
two local operators (Aaµ(x))2 and (ϕ̄abµ (x)ϕabµ (x)− ω̄abµ (x)ωabµ (x)) do exist in the theory. In
other words, these operators condense and such condensates affect in a nontrivial way the
behavior of the gauge field and ghost propagators. Now, in the BRST invariant approach,
the operator (Aaµ)2 is replaced by (Aa,hµ )2. Notice that these two operators coincide in the
Landau gauge. However, for different gauges (Aaµ)2 is not invariant while (Aa,hµ )2 remains
gauge-invariant by construction. Thus, the operator (Aa,hµ )2 is the correct operator to
be introduced for general gauges27. Also, the localizing auxiliary Zwanziger fields are, in
the new BRST invariant formulation, BRST singlets, then the operator (ϕ̄abµ ϕabµ − ω̄abµ ωabµ )
is automatically invariant. With these condensates, the local and BRST-invariant RGZ
action in the LCG is written as

27 In the case of the maximal Abelian gauge (MAG), where the internal group symmetry is broken, there
might be a difference between the diagonal and off-diagonal condensates, i.e. a breaking of degeneracy
is expected.



85

SLCGRGZ = SYMFP +
∫
d4x

[
τa∂µA

h,a
µ − η̄aMab(Ah)ηb .

− ϕ̄acµMab(Ah)ϕbcµ + ω̄acµMab(Ah)ωbcµ − γ2 gfabcAh,aµ (ϕ+ ϕ̄)bcµ

+ m2

2 Ah,aµ Ah,aµ −M2
(
ϕ̄abµ ϕ

ab
µ − ω̄abµ ωabµ

) ]
, (233)

where SYMFP is the Euclidean Yang-Mills action in the LCG, given by eq. (39), and

m2 ∝ 〈Ah,aµ Ah,aµ 〉 , (234)

M2 ∝ 〈ϕ̄abµ ϕabµ − ω̄abµ ωabµ 〉 (235)

are mass parameters emerging from the condensation of the dimension two operators
mentioned above. Also, It can be verified without difficulties that action (233) is invariant
under the following BRST transformations

sAaµ = −Dab
µ (A)cb , sca = g

2f
abccbcc ,

sc̄a = iba , sba = 0 ,

sϕabµ = 0 , sωabµ = 0 ,

sω̄abµ = 0 , sϕ̄abµ = 0 ,

shij = −igca T a,ik hkj , sAh,aµ = 0 ,

sτa = 0 , sη̄a = 0 ,

sηa = 0 , s2 = 0 , (236)

where we consider from now on the replacement sl → s, remembering that sl was the
notation adopted in the last chapter for the local, nonperturbative and nilpotent BRST
transformations (230).

Besides the BRST invariance, action (233) enjoys some additional properties, see
(68, 69, 70), that can be remarked here: (i) the correlation functions of gauge invariant
quantities, the mass parameters (γ,m,M) and the transversal component of the gauge
field propagator are independent of the gauge parameter α. (ii) The longitudinal compo-
nent of the gauge field propagator has the same result as in tree-level. (iii) Finally, action
(233) definitely implements a restriction of the path integral for the RGZ model, as well
as action (231) implements the restriction to the region ΩLCG given by eq. (205).
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5.2 Remarks on the gauge-fixing and infrared regularization

Let us point out that the Stückelberg field ξ is a massless field, whose propaga-
tor behaves like 〈ξ(p)ξ(−p)〉 = α/p4, a feature which might eventually lead to undesired
spurious infrared divergences in some Green functions. Though, as shown in (64), the
gauge-fixing term SFP in (39) can be suitable modified in order to account for a renor-
malizable BRST invariant infrared regularization for the field ξ. More precisely, one can
introduce a regularizing infrared mass µ2 through the exact BRST term

S
(µ)
FP =

∫
d4x s

(
c̄a(∂µAaµ − µ2ξa)− iα2 c̄

aba
)

=
∫
d4x

(
iba ∂µA

a
µ + α

2 b
aba + c̄a ∂µD

ab
µ (A)cb − iµ2baξa + µ2c̄agab(ξ)cb

)
. (237)

The gauge parameter µ2 plays the role of an infrared regulator for the ξ field, whose pro-
pagator gets now the infrared safe form 〈ξ(p)ξ(−p)〉 = α/(p2 + µ2)2. Moreover, eq. (237)
shows that µ2 appears in a BRST exact term, as well as the parameter α. As a conse-
quence, it is a pure gauge parameter which will not affect the correlation functions of the
gauge-invariant operators. However, as we are actually interested in the possible ultravi-
olet (UV) divergences, we will proceed by choosing the the particular case µ2 = 0, which
is no more than the LCG already adopted in (39).

5.3 The gauge-invariant composite fermionic field

Within the local nonperturbative BRST framework introduced in the last chapter,
we can now discuss the construction of a gauge-invariant local fermionic composite field
ψh(x) and its correspondent Dirac adjoint spinor ψ̄h = (ψh)†γ4 in the same way we
have constructed Ahµ(x), see eqs. (210), (211) and (212). Let us start by the following
definition28

ψh,iα ≡ h†ψiα , (238)

28 According to the notations adopted here, the Greek indices {µ, ν, ρ, σ} are the vector indices of the
Euclidean space, while the Greek indices {α, β, γ, δ} are the Dirac spinor indices. The Latin indices
{a, b, c, d, e}, running from 1 to N2−1, are the indices of the adjoint representation of SU(N); while the
Latin indices {i, j, k, l}, running from 1 to N , represent the indices of the fundamental representation
of the group. The Dirac gamma matrices γµ in Euclidean space are given by

γ4 =
(

0 I
I 0

)
, γk = −i

(
0 σk

−σk 0

)
, γ5 = γ4γ1γ2γ3 =

(
I 0
0 −I

)
,

where I is the 2× 2 identity matrix, k = 1, 2, 3 and σk are the well-known Pauli matrices.
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where ψiα is the Dirac spinor field and h is given by (210). As the Dirac field transforms
as ψ → U †ψ and h† as h† → h†U , for a finite gauge transformation U in SU(N), it is
immediate to realize that ψh is gauge-invariant. Of course, the same procedure can be
done for the Dirac adjoint field ψ̄, giving rise to the Dirac adjoint invariant composite field
ψ̄h ≡ ψ̄h. This new composite invariant field can also be written as a series expansion of
the Stückelberg-like field ξa,

ψh,iα = ψiα − igξa(T a)ijψjα −
g2

2 ξ
aξb(T a)ij(T b)jkψkα +O(ξ3) . (239)

A complete study of this operator in the Euclidean Yang-Mills theory with matter
fields was already done in (75), where its renormalizability was established to all orders
in loop expansion.

A potential application of the operators (ψh, ψ̄h) is that of allowing for a renorma-
lizable non Abelian Landau-Khalatnikov-Fradkin (LKF) transformations which include
spinor fields, within the setup worked out in (154) (see also references therein). In fact,
due to the BRST invariance of (Ahµ, ψh, ψ̄h), it follows that the correlation functions like

〈Ahµ1(x1) . . . Ahµi(xi)ψ
h(y1) . . . ψ̄h(yj)〉

are independent from the gauge parameter α, namely

〈Ahµ1(x1) . . . Ahµi(xi)ψ
h(y1) . . . ψ̄h(yj)〉α 6=0 = 〈Ahµ1(x1) . . . Ahµi(xi)ψ

h(y1) . . . ψ̄h(yj)〉α=0 .

(240)

Once expanded in powers of the Stückelberg field ξ, eq. (240) enables one to evaluate the
Green function

〈Ahµ1(x1) . . . Ahµi(xi)ψ
h(y1) . . . ψ̄h(yj)〉α 6=0

in a given α-gauge, with α 6= 0, from the knowledge of the corresponding Green function
evaluated in the Landau gauge, α = 0, yielding thus the LKF transformations within a
renormalizable environment. Also, eq. (240) might be employed to sheed some light on
nonperturbative aspects of gauge theories, like the infrared behavior of the gauge and
fermion propagators. As such, those equations could be exploited in order to show the
gauge-independence of quantities like the chiral condensate.

Here in this thesis, once we have at our disposal the composite invariant field (239)
(and its Dirac adjoint), we will be interested in construct and study the so-called horizon
function for the matter sector. The immediate importance of this study relies on the
behavior of the tree-level propagator of the Dirac fields. This will the subject of the next
section.

Let us end this section by pointing out that it is also possible to construct an
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invariant composite field for scalar matter. In fact, considering a scalar field in the adjoint
representation,

φ = φaT a , (241)

whose gauge transformation is

φ→ U †φU , (242)

with U in SU(N), a gauge-invariant composite scalar field is obtained by making use of
the Stückelberg field, as

φh ≡ h†φh . (243)

The gauge invariance of φh is guaranteed by eqs. (242) and (213).

5.4 The horizon function for the matter

Let us start this section by reminding that the restriction to the Gribov region
ΩLCG is implemented in the extended GZ model by introducing the term

e−γ
4H(Ah) ,

with γ being the Gribov mass parameter and H(Ah) the gauge-invariant Zwanziger hori-
zon function, given by

H(Ah) = g2
∫
d4xd4y fabcAh,bµ (x)

[
M−1(Ah)

]ad
(x, y) fdecAh,eµ (y) . (244)

Then, the horizon function above could be generalized in the following way

HF(Ah,F) = −
∫
d4xd4y T a,ij F̄iN(x)

[
M−1(Ah)

]ab
(x, y)T b,jk FkN(y) . (245)

Here, FiN(x) is a generic local object that could be a fundamental field, or a local composite
field. If F is in the adjoint representation, one can replace T a,ijFi by −ifabcFb. The index
N is a generic degree of freedom of F. Then, F can be, for example, a Lorentz vector, or a
tensor, or a Dirac spinor, or even a scalar. The bar in F̄ represents a possible conjugation.
For complex fields, the bar indicates the complex conjugation; for Dirac spinor fields, the
bar indicates the Dirac adjoint; and for real fields, F̄ = F. The factor g2 appearing in the
Zwanziger horizon function (244) can be hidden in the definition of F.

In the original formulation of the GZ model, F was taken as the gauge field Aaµ(x).
In (51), F was chosen as a scalar field in the adjoint representation φa(x). In (155),
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it was chosen as a Dirac spinor field ψiα(x). Recently, as presented in the last chapter,
we have chosen F ≡ Ahµ(x), giving rise to a gauge-invariant horizon function and a new
formulation for the GZ model. Finally, we propose to choose F as the gauge-invariant
composite Dirac field ψh,iα (x), generalizing the study previously done in (155). As we shall
see later, the main reason for the introduction of the horizon term for the matter sector is
the qualitative accordance with lattice results for the propagator of the fermionic fields.

Then, let us initially consider the following classical action

S = SLCGRGZ + Smatter + Sσ , (246)

where SLCGRGZ is the RGZ action (233), while Smatter and Sσ are given by

Smatter =
∫
d4x

[
iψ̄iα(γµ)αβDij

µ ψ
jβ −mψ ψ̄

iαψiα
]
, (247)

Sσ = −σ3Hψ(Ah, ψh)

= −σ3
∫
d4xd4y ψ̄h,iα (x)T a,ij

[
M−1(Ah)

]ab
(x, y)T b,jkψh,kα (y) . (248)

The term (247) is the usual fermionic matter sector coupled to pure Yang-Mills sector
through the covariant derivative, Dij

µ = δij∂µ− igT a,ij Aaµ, in the fundamental representa-
tion. A mass parameter mψ is also introduced here in the case of massive fermions. The
term (248) is the contribution of the horizon term for the matter. The parameter σ is
analogous to the Gribov parameter for the matter sector. Notice that the horizon function
(244) has mass dimension −4. Then it has to be introduced in the action together with
a mass parameter of power four, i.e. γ4. On the other hand, the horizon function (245)
for F ≡ ψh,iα (x) has mass dimension −3, as the composite fermionic fields (ψh, ψ̄h) have
dimension 3/2, the later is introduced in the action with a mass of power three, justifying
the σ3 in (248).

The first issue that we have to face here is that the term (248) is nonlocal. There-
fore, we need to develop a procedure, in a very similar way as the horizon function of the
gauge-invariant bosonic composite field reviewed in chapter (4), in order to localize this
term. As a result,

Slocalσ =
∫
d4x

λ̄aiα (−∂µDab
µ (Ah)

)
λα,bi + ζ̄aiα

(
−∂µDab

µ (Ah)
)
ζα,bi

+ σ
3
2
(
λ̄aiα T

a,ijψh,jα + ψ̄h,iα T a,ijλajα
)  , (249)

where (λaiα , λ̄aiα ) are anticommuting spinor fields and (ζaiα , ζ̄aiα ) are the commuting ones. It
is easy to prove that the integration over the auxiliary fields (λaiα , λ̄aiα , ζaiα , ζ̄aiα ) gives the
original nonlocal expression (248). Then, action (246) gives place to an equivalent local
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version,

Slocal = SLCGRGZ + Smatter + Slocalσ , (250)

by replacing (248) by (249). The new local action (250) is left invariant by the BRST
transformations (236) together with the BRST transformations of (ψ, ψ̄, λ, λ̄, ζ, ζ̄),

sψiα = −i(T a)ijcaψjα , sψ̄iα = −iψ̄jα(T a)jica ,

sζ̄aiα = 0 , sλaiα = 0 ,

sλ̄aiα = 0 , sζaiα = 0 .

(251)

5.5 Introduction of external sources

5.5.1 Embedding the theory into a more general one

Let us consider now the RGZ action (233) and take a look only in the term pro-
portional to the Gribov parameter γ2. Namely,

Sγ2 =
∫
d4x γ2fabcAh,aµ (ϕ+ ϕ̄)bcµ . (252)

Therefore, let us suppose that this term could be a particular case of a general term
depending on a set of external sources:

S(M,N,U, V ) =
∫
d4x

[
Mac

µνD
ab
µ (Ah)ϕbcν + V ac

µνD
ab
µ (Ah)ϕ̄bcν −Nac

µνD
ab
µ (Ah)ωbcν

+ Uac
µνD

ab
µ (Ah)ω̄bcν −Mab

µνV
ab
µν +Nab

µνU
ab
µν

]
, (253)

with (M,V ) being commuting sources and (N,U) anticommuting ones. In fact, for the
following particular values of physical interest

Mab
µν

∣∣∣∣
phys

= V ab
µν

∣∣∣∣
phys

= γ2δabδµν ,

Nab
µν

∣∣∣∣
phys

= Uab
µν

∣∣∣∣
phys

= 0 , (254)

we have

S(M,N,U, V )
∣∣∣∣
phys

= Sγ2 , (255)
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modulo a vacuum term coming from theMV product in (253), which is allowed by power-
counting. The introduction of this set of external sources allow us to write the following
symmetry transformations

δϕabµ = ωabµ , δωabµ = 0 ,

δω̄abµ = ϕ̄abµ , δϕ̄abµ = 0 ,

δNab
µν = Mab

µν , δMab
µν = 0 ,

δV ab
µν = Uab

µν , δUab
µν = 0 . (256)

The operator δ above is nilpotent and can be viewed as a kind of BRST acting only on
the fields (ϕ, ϕ̄, ω, ω̄,M,N, U, V ). In fact, as we shall see later, operators s and δ can be
linearly combined in order to write an extended BRST. Also, the general term (253) can
be rewritten as a total δ-variation,

S(M,N,U, V ) = δ
∫
d4x

[
Nac
µνD

ab
µ (Ah)ϕbcν + V ac

µνD
ab
µ (Ah)ω̄bcν −Nab

µνV
ab
µν

]
, (257)

as well as the RGZ dimension two operator

ϕ̄abµ ϕ
ab
µ − ω̄abµ ωabµ = δ

(
ω̄abµ ϕ

ab
µ

)
. (258)

Actually, the local version of the Zwanziger horizon function can be totally written as a
δ-variation. Thus, once δ is a part of an extended BRST operator, the horizon function
and the RGZ operator (ϕ̄abµ ϕabµ − ω̄abµ ωabµ ) belong to the trivial sector of the cohomology of
such extended BRST operator. With respect to the s operator, the sources (M,N,U, V )
transform as BRST singlets, i.e.

sMab
µν = sNab

µν = sUab
µν = sV ab

µν = 0 . (259)

We can also define a U(4(N2 − 1)) symmetry for S(M,N,U, V ),

Qab
µν(S(M,N,U, V )) = 0 , (260)

with

Qab
µν =

∫
d4x

(
ϕcaµ

δ

δϕcbν
− ϕ̄cbν

δ

δϕ̄caµ
+ ωcaµ

δ

δωcbν
− ω̄cbν

δ

δω̄caµ

+ V ca
σµ

δ

δV cb
σν

−M cb
σν

δ

δM ca
σµ

+ U ca
σµ

δ

δU cb
σν

−N cb
σν

δ

δN ca
σµ

)
. (261)

The trace of this operator defines a charge shared among the fields (ϕ, ϕ̄, ω, ω̄,M,N, U, V ).
This symmetry also allows us to employ the so-called multi-index notation, as applied in
(40, 114, 50, 155), where two more indices can be taken as only one. In this case, one
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index of the internal symmetry group in the adjoint representation and a vectorial index
are composed as one index in the following way:

(ϕabν , ϕ̄abν , ωabν , ω̄abν ,Mab
µν , N

ab
µν , U

ab
µν , V

ab
µν ) ≡ (ϕaI , ϕ̄aI , ωaI , ω̄aI ,MaI

µ , N
aI
µ , U

aI
µ , V

aI
µ ) . (262)

Here we have I ≡ {b, ν}, i.e. index I is a combination of the indices b and ν. Then, we
define a new set of indices {I, J,K, L, . . . } in which each of the elements runs from 1 to
4× (N2 − 1). In terms of the multi-index notation, the term (253) is written as

S(M,N,U, V ) = δ
∫
d4x

[
NaI
µ D

ab
µ (Ah)ϕbI + V aI

µ Dab
µ (Ah)ω̄bI −NaI

µ V
aI
µ

]

=
∫
d4x

[
MaI

µ D
ab
µ (Ah)ϕbI + V aI

µ Dab
µ (Ah)ϕ̄bI −NaI

µ D
ab
µ (Ah)ωbI

+ UaI
µ D

ab
µ (Ah)ω̄bI −MaI

µ V
aI
µ +NaI

µ U
aI
µ

]
. (263)

Analogously, similar considerations can be done to the local version of the horizon
function for fermionic matter. In this case, we will employ the set of external sources
(Π, Π̄,Λ, Λ̄)ijαβ, with (Λ, Λ̄) being commuting and (Π, Π̄) anticommuting ones and write
the following expression:

S(Π, Π̄,Λ, Λ̄) =
∫
d4x

[
Λ̄jk
αβψ̄

h,iαT a,ijλakβ + Π̄jk
αβψ̄

h,iαT a,ijζakβ

+ Πikβ
α ζ̄akβ T

a,ijψh,jα + Λikβ
α λ̄akβ T

a,ijψh,jα
]
. (264)

At the physical limit

Λij
αβ

∣∣∣∣
phys

= Λ̄ij
αβ

∣∣∣∣
phys

= σ
3
2 δijδαβ ,

Πij
αβ

∣∣∣∣
phys

= Π̄ij
αβ

∣∣∣∣
phys

= 0 , (265)

the term S(Π, Π̄,Λ, Λ̄) assumes the particular form

S(Π, Π̄,Λ, Λ̄)
∣∣∣∣
phys

=
∫
d4x σ

3
2
(
λ̄aiα T

a,ijψh,jα + ψ̄h,iα T a,ijλajα
)
, (266)

which is exactly the term proportional to σ 3
2 in (249). The sources are BRST singlets,

sΛij
αβ = sΛ̄ij

αβ = sΠij
αβ = sΠ̄ij

αβ = 0 . (267)

Then, it is easy to check that sS(Π, Π̄,Λ, Λ̄) = 0. On the other hand, S(Π, Π̄,Λ, Λ̄) has
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“its own BRST” acting only on (λ, λ̄, ζ, ζ̄,Π, Π̄,Λ, Λ̄),

δ̂λaiα = ζaiα , δ̂ζaiα = 0 ,

δ̂ζ̄aiα = λ̄aiα , δ̂λ̄aiα = 0 ,

δ̂Λij
αβ = Πij

αβ , δ̂Πij
αβ = 0 ,

δ̂Π̄ij
αβ = Λ̄ij

αβ , δ̂Λ̄ij
αβ = 0 . (268)

In terms of this new BRST, S(Π, Π̄,Λ, Λ̄) is written as an exact δ̂-variation,

S(Π, Π̄,Λ, Λ̄) = δ̂
∫
d4x

[
Π̄jk
αβψ̄

h,iαT a,ijλakβ + Λikβ
α ζ̄akβ T

a,ijψh,jα
]
. (269)

We can also define a new invariant dimension two operator

λ̄aiα λ
aiα + ζ̄aiα ζ

aiα = δ̂
(
ζ̄aiα λ

aiα
)
, (270)

which will be considered later. Furthermore, there is a U(4N) symmetry for S(Π, Π̄,Λ, Λ̄),

Q̂ij
αβ(S(Π, Π̄,Λ, Λ̄)) = 0 , (271)

with

Q̂ij
αβ =

∫
d4x

λaiα δ

δλajβ
− λ̄ajβ

δ

δλ̄aiα
+ ζaiα

δ

δζajβ
− ζ̄ajβ

δ

δζ̄aiα

+ Λki
γα

δ

δΛkjβ
γ

− Λ̄kj
γβ

δ

δΛ̄kiα
γ

+ Πki
γα

δ

δΠkjβ
γ

− Π̄kj
γβ

δ

δΠ̄kiα
γ

 . (272)

As in the case of (261), the trace of Q̂ij
αβ defines a charge for (λ, λ̄, ζ, ζ̄,Π, Π̄,Λ, Λ̄) and a

new multi-index Î ≡ {j, β} can be established:

(λajβ , λ̄
aj
β , ζ

aj
β , ζ̄

aj
β ,Π

ij
αβ, Π̄

ij
αβ,Λ

ij
αβ, Λ̄

ij
αβ) ≡ (λa

Î
, λ̄a

Î
, ζa
Î
, ζ̄a
Î
,Πi

αÎ
, Π̄i

αÎ
,Λi

αÎ
, Λ̄i

αÎ
) . (273)

Thus, we will use the indices {Î , Ĵ , K̂, . . . }, each of them varying from 1 to 4×N . Then,
in terms of the new multi-index, expression (264) is written as

S(Π, Π̄,Λ, Λ̄) = δ̂
∫
d4x

[
Π̄j

αÎ
ψ̄h,iα T a,ij λaÎ + ΛiÎ

α ζ̄
a
Î
T a,ij ψh,jα

]

=
∫
d4x

[
Λ̄j

αÎ
ψ̄h,iα T a,ij λaÎ + Π̄j

αÎ
ψ̄h,iα T a,ij ζaÎ

+ ΠiÎ
α ζ̄

a
Î
T a,ij ψh,jα + ΛiÎ

α λ̄
a
Î
T a,ij ψh,jα

]
. (274)
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Therefore, we can replace Slocal, eq. (250), by a more general one, or, in other
words, we can also say that action Slocal is embedded in the following action

S1 =
∫
d4x

 1
4 F

a
µνF

a
µν + α

2 b
aba + iba ∂µA

a
µ + c̄a ∂µD

ab
µ (A)cb + iψ̄iα(γµ)αβDij

µ ψ
jβ


+

∫
d4x

τa ∂µAh,aµ + η̄a ∂µD
ab
µ (Ah)ηb


+

∫
d4x

ϕ̄aI ∂µDab
µ (Ah)ϕbI − ω̄aI ∂µDab

µ (Ah)ωbI +MaI
µ D

ab
µ (Ah)ϕbI

+ V aI
µ Dab

µ (Ah)ϕ̄bI −NaI
µ D

ab
µ (Ah)ωbI + UaI

µ D
ab
µ (Ah)ω̄bI −MaI

µ V
aI
µ +NaI

µ U
aI
µ


+

∫
d4x

λ̄a
Î

(
−∂µDab

µ (Ah)
)
λbÎ + ζ̄a

Î

(
−∂µDab

µ (Ah)
)
ζbÎ

+ Λ̄j

αÎ
ψ̄h,iα T a,ij λaÎ + Π̄j

αÎ
ψ̄h,iα T a,ij ζaÎ + ΠiÎ

α ζ̄
a
Î
T a,ij ψh,jα + ΛiÎ

α λ̄
a
Î
T a,ij ψh,jα


+

∫
d4x

m2

2 Ah,aµ Ah,aµ −M2 (ϕ̄aIϕaI − ω̄aIωaI)−mψ ψ̄
iαψiα

+ w2 (λ̄aÎλa
Î

+ ζ̄aÎζa
Î
)
 . (275)

Here, the first integral is the Yang-Mills action in the LCG coupled to fermionic matter
in the fundamental representation. The second integral is a constraint indicating the
transversality of Ahµ. The third integral is the local version of the invariant Zwanziger
horizon function generalized by the set (M,N,U, V ) of external sources. The fourth
integral, analogous to the third one, is the local version of the horizon function for the
matter generalized by the set of sources (Π, Π̄,Λ, Λ̄). Finally the fifth integral has all
invariant lower-dimension scalar operators29 that can be constructed in this theory. The
parameter w2 is a mass squared parameter as well as m2 and M2. Notice also that is
immediate to verify that ψ̄ψ = ψ̄hψh. Then, it was not necessary to include an invariant
lower -dimension operators with ψh.

The advantage of working with S1 instead of Slocal is that S1 has a richer sym-
metry content and it will facilitate our task in the next chapter, which is the algebraic

29 For lower-dimension operators we mean operators with dimension lower than the Euclidean space, in
this case, lower than four. In action (275), the operator ψ̄ψ has dimension three and the remaining
operators have dimension two.
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renormalization proof of the theory. In fact, we can observe that

sS1 = δS1 = δ̂S1 = QIJ(S1) = Q̂ÎĴ(S1) = 0 , (276)

reminding that, as said before and as will be clear later, operators s, δ and δ̂ can be
linearly combined in order to obtain an extended BRST operator.

5.5.2 The BRST sources and the Slavnov-Taylor identity

There are several local composite operators that can be introduced in the theory.
The requirement of introducing a specific local composite operator is sometimes related
to the kind of Green functions desired and sometimes it is justified only a posteriori in the
study of the renormalization. In general, when there are nonlinear symmetries involved,
the renormalization of such symmetries requires that such nonlinear transformations be
defined from the beginning in the starting point action. This is the case, for example,
of the BRST symmetry. From eqs. (217), (218), (236) and (251) we realize that the
transformations of the fields Aaµ, ca, ψi, ψ̄i and ξa are nonlinear. These nonlinearity are
taken into account in the theory by defining the following action

S2 = S1 + SBRST , (277)

with S1 being given by (275) and SBRST by

SBRST =
∫
d4x

[
Ωa
µ(sAaµ) + La(sca) +Ka(sξa) + (sψ̄iα)Υ iα + Ῡ iα(sψiα)

]

=
∫
d4x

[
Ωa
µD

ab
µ (A)cb + g

2f
abcLacbcc +Kagab(ξ)cb

− iψ̄iα T a,ij ca Υ jα − iῩ iα T a,ij ca ψjα
]
, (278)

where (Ωa
µ, L

a, Ka, Υ iα, Ῡ
i
α) form a set of external sources invariant by the action of the

BRST operator:

sΩa
µ = sLa = sKa = sΥ iα = Ῡ iα = 0 . (279)

The main properties of these sources can be found in Tables (3) and (4). The BRST
invariance can now be written as a functional identity known as Slavnov-Taylor identity:

S(S2) = 0 , (280)



96

where

S(F ) =
∫
d4x

(
δF

δΩa
µ

δF

δAaµ
+ δF

δLa
δF

δca
+ δF

δKa

δF

δξa
+ iba

δF

δξa

)
, (281)

with F being an arbitrary functional of the fields and sources.

5.5.3 Introducing additional relevant local composite operators

There are still some relevant composite operators that can be introduced in the
theory. The relevance of such operators will be clear in the construction of the symmetry
content of the theory and in the proof of its renormalization in the next chapter.

The gauge-invariant composite fields Ahµ, ψh and ψ̄h are examples of such operators.
Therefore, let us define them in the theory as follows

S3 = S2 +
∫
d4x

(
J a
µ A

h,a
µ + ψ̄h,iα Θiα + Θ̄i

α ψ
h,iα

)
, (282)

where S2 is given by (277). The local sources (J a
µ ,Θi

α, Θ̄i
α) were employed in order to define

the composite operators (Ahµ, ψh, ψ̄h). Naturally, the BRST invariance is guaranteed by
demanding simply that

sJ a
µ = sΘi

α = sΘ̄i
α = 0 . (283)

The gauge-invariant mass terms that can be constructed with (Ahµ, ψh, ψ̄h) and with the
two families of localizing auxiliary fields (ϕ, ϕ̄, ω, ω̄) and (λ, λ̄, ζ, ζ̄) are also composite
local operators. Then, in the last integral of eq. (275), let us replace the mass parameters
by local sources, obtaining the following term:

S(J, Jψ, Jϕ, Jλ) =
∫
d4x

[
J Ah,aµ Ah,aµ + Jψ ψ̄

i
αψ

iα + Jϕ (ϕ̄aIϕaI − ω̄aIωaI)

+ Jλ (λ̄aÎλa
Î

+ ζ̄aÎζa
Î
)
]
. (284)

Here, (J, Jψ, Jϕ, Jλ) is a set of sources replacing the masses (m2,mψ,M
2, w2). Indeed, at

the end, these sources are taken in their physical values

J(x)
∣∣∣∣
phys

= m2

2 , Jψ(x)
∣∣∣∣
phys

= −mψ ,

Jϕ(x)
∣∣∣∣
phys

= −M2 , Jλ(x)
∣∣∣∣
phys

= w2 . (285)
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For BRST invariance, we also have

sJ = sJψ = sJϕ = sJλ = 0 . (286)

At this point, the action we are dealing with is action S3, given by eq. (282) but
with the masses replaced by the local sources (J, Jψ, Jϕ, Jλ), i.e. with the last integral
of (275) replaced by the term (284). Of course, at the physical limits (285), action S3 is
recovered. In order to clarify the notation, let us define a new action

S4 ≡ S3

∣∣∣∣
masses→ sources

. (287)

As will be clear in the next sections, this model has several symmetries and some
of them are nonlinear as the BRST. Then, it is essential to introduce some extra local
composite operators. Thus, we define

S5 = S4 + Sextra , (288)

with Sextra being given by

Sextra =
∫
d4x

[
Ξa
µD

ab
µ (Ah)ηb + Γabηaηb −XI ηaω̄aI − Y I ηaϕ̄aI − X̄abI ηaωbI

− Ȳ abI ηaϕbI − Z Î ηaλ̄a
Î
−W Î ηaζ̄a

Î
− Z̄abÎ ηaλb

Î
− W̄ abÎ ηaζb

Î

+ Φi
α ψ̄

h,jα T a,ji ηa + Φ̄iα T a,ij ηa ψh,jα +Kϕ ω̄
aIϕaI +Kλ λ̄

aÎζa
Î

]
. (289)

This extra term is invariant by the three modalities of BRST transformations (s, δ, δ̂) if
the new external local sources transform as

s(Ξ,Γ,Φ, Φ̄, X, X̄, Y, Ȳ , Z, Z̄,W, W̄ ,Kϕ, Kλ) = 0 ; (290)

δ(Ξ,Γ,Φ, Φ̄, Z, Z̄,W, W̄ ,Kλ) = 0 ,

δY I = XI , δXI = 0 ,

δX̄abI = −Ȳ abI , δȲ abI = 0 ,

δJϕ = Kϕ , δKϕ = 0 ; (291)

δ̂(Ξ,Γ, ,Φ, Φ̄X, X̄, Y, Ȳ ,Kϕ) = 0 ,

δ̂Z Î = −W Î , δ̂W Î = 0 ,

δ̂W̄ abÎ = Z̄abÎ , δ̂Z̄abÎ = 0 ,

δ̂Jλ = Kλ , δ̂Kλ = 0 . (292)
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Note that we have extended the δ and δ̂ transformations to the sources Jϕ and Jλ, res-
pectively.

Action S5 can also be supplemented by terms allowed by power-counting (PC),

S6 = S5 + SPC , (293)

with

SPC =
∫
d4x

[
κ1

2 J2 + κ2 JJ
2
ψ + κ3 J

4
ψ + κ4 Jψ(Λ̄iαÎΛi

αÎ
− Π̄iαÎΠi

αÎ
)
]
, (294)

where (κ1, κ2, κ3, κ4) are coefficients necessary in order to reabsorb the UV divergences
present in the vacuum correlation functions:

〈
(AhAh)x(AhAh)y

〉
,

〈
(ψ̄ψ)x(ψ̄ψ)y(AhAh)z

〉
,〈

(ψ̄ψ)x(ψ̄ψ)y(ψ̄ψ)z(ψ̄ψ)w
〉
,〈

(ψ̄ψ)x
(
(ψ̄hTλ)y(λ̄Tψh)z − (ψ̄hTζ)y(ζ̄Tψh)z

)〉
,

respectively. Other combinations like J2
ϕ, J2

λ, J2
ψJϕ, J2

ψJλ, JJϕ, JJλ and JϕJλ are forbidden
by the extended BRST transformations (291), (292) for Jϕ and Jλ. This means that the
correlation functions

〈(ϕ̄ϕ− ω̄ω)x(ϕ̄ϕ− ω̄ω)y〉 ,

〈
(λ̄λ+ ζ̄ζ)x(λ̄λ+ ζ̄ζ)y

〉
,〈

(ψ̄ψ)x(ψ̄ψ)y(ϕ̄ϕ− ω̄ω)z
〉
,〈

(ψ̄ψ)x(ψ̄ψ)y(λ̄λ+ ζ̄ζ)z
〉
,〈

(AhAh)x(ϕ̄ϕ− ω̄ω)y
〉
,〈

(AhAh)x(λ̄λ+ ζ̄ζ)y
〉
,〈

(ϕ̄ϕ− ω̄ω)x(λ̄λ+ ζ̄ζ)y
〉

do not present UV divergences.



99

5.6 Extended BRST symmetry

In this subsection, we will introduce a very useful trick, for more details see (156),
which corresponds to extend the BRST transformations, (251), on the gauge parameter
α. These extend transformations will give us the possibility of controlling the dependence
of the Green functions from the gauge parameter α at quantum level, that is

sα = χ , sχ = 0 , (295)

where χ is a Grassmann parameter with ghost number 1. Of course, this parameter can
always be set to zero in order to restore the original action. In order to take into account
this new BRST doublet we define the following action

Σ = S6 −
i

2

∫
d4x χ c̄aba , (296)

where S6 is given by (293). Action Σ above is invariant by the actions of the three BRST
operators,

sΣ = δΣ = δ̂Σ = 0 . (297)

We can get them together in an unique BRST extended operator. Therefore, let us
consider the operator

Qε,ε̂ = s+ ε δ + ε̂ δ̂ , (298)

which is a linear combination of the three BRST operators with ε and ε̂ being arbitrary
coefficients. The nilpotency of Qε,ε̂ is obtained from

s2 = 0 , δ2 = 0 , δ̂2 = 0 , {s, δ} = 0 , {s, δ̂} = 0 , {δ, δ̂} = 0 . (299)

As the coefficients ε and ε̂ are completely arbitrary we will choose for simplicity ε = ε̂ = 1
and then our extended BRST will be given by

Q ≡ Qε=1,ε̂=1 = s+ δ + δ̂ . (300)

Thus, the extended BRST transformations are established as
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• The nonlinear BRST transformations:

QAaµ = −Dab
µ (A)cb ,

Qca = g

2f
abccbcc ,

Qψiα = −iT a,ijcaψjα ,

Qψ̄iα = −iψ̄jα T a,jica ,

Qξa = gab(ξ)cb ; (301)

• The BRST doublets:

Qc̄a = iba , Qba = 0 , Qα = χ , Qχ = 0 ,

QϕaI = ωaI , QωaI = 0 , Qω̄aI = ϕ̄aI , Qϕ̄aI = 0 ,

QNaI
µ = MaI , QMaI

µ = 0 , QV aI
µ = UaI , QUaI

µ = 0 ,

QλaÎ = ζaÎ , QζaÎ = 0 , Qζ̄aÎ = λ̄aÎ , Qλ̄aÎ = 0 ,

QΛiÎ
α = ΠiÎ

α , QΠiÎ
α = 0 , QΠ̄iÎ

α = Λ̄iÎ
α , QΛ̄iÎ

α = 0 ,

QJϕ = Kϕ , QKϕ = 0 , QJλ = Kλ , QKλ = 0 ,

QY I = XI , QXI = 0 , QX̄abI = −Ȳ abI , QȲ abI = 0 ,

QZ Î = −W Î , QW Î = 0 , QW̄ abÎ = Z̄abÎ , QZ̄abÎ = 0 ; (302)

• The BRST singlets:

Q
(
ηa, η̄a, τa, J, Jψ,Ωa

µ, L
a, Ka, Υ iα, Ῡ

i
α,J a

µ ,Θi
α, Θ̄i

α,Ξa
µ,Γab,Φi

α, Φ̄i
α

)
= 0 . (303)
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Once we have the complete BRST transformations we can write the action Σ explicitly
as

Σ =
∫
d4x

 1
4 F

a
µνF

a
µν + iψ̄iα(γµ)αβDij

µ ψ
jβ + J Ah,aµ Ah,aµ + Jψ ψ̄

iαψiα

+ (J a
µ − ∂µτa)Ah,aµ + (Ξa

µ − ∂µη̄a)Dab
µ (Ah)ηb + ψ̄h,iα Θiα + Θ̄i

αψ
h,iα

+ Γabηaηb + Φi
αψ̄

h,jα T a,jiηa + Φ̄i
α T

a,ijηaψh,jα + κ1

2 J2 + κ2 JJ
2
ψ + κ3 J

4
ψ


+ Q

∫
d4x

− i

2 α c̄
aba − (Ωa

µ + ∂µc̄
a)Aaµ + Laca −Kaξa + ψ̄iαΥ iα + Ῡ iαψiα

+ ω̄aI ∂µD
ab
µ (Ah)ϕbI +NaI

µ Dab
µ (Ah)ϕbI + V aI

µ Dab
µ (Ah)ω̄bI + Jϕ ω̄

aIϕaI −NaI
µ V

aI
µ

− ζ̄aÎ ∂µD
ab
µ (Ah)λb

Î
+ Π̄jÎ

α ψ̄
h,iα T a,ij λa

Î
+ ΛiÎ

α ζ̄
a
Î
T a,ij ψh,jα + Jλ ζ̄

a
Î
λaÎ + κ4 Jψ Π̄iαÎΛi

αÎ

− Y Iηaω̄aI + X̄abIηaϕbI − W̄ abÎηaλb
Î

+ Z Îηaζ̄a
Î

 . (304)



102

Σ =
∫
d4x

 1
4 F

a
µνF

a
µν + iψ̄iα(γµ)αβDij

µ ψ
jβ + J Ah,aµ Ah,aµ + Jψ ψ̄

iαψiα

+ (J a
µ − ∂µτa)Ah,aµ + (Ξa

µ − ∂µη̄a)Dab
µ (Ah)ηb + ψ̄h,iα Θiα + Θ̄i

αψ
h,iα

+ Γabηaηb + Φi
αψ̄

h,jα T a,jiηa + Φ̄i
α T

a,ijηaψh,jα + κ1

2 J2 + κ2 JJ
2
ψ + κ3 J

4
ψ

− i

2 χ c̄
aba + α

2 b
aba + iba ∂µA

a
µ − (Ωa

µ + ∂µc̄
a)Dab

µ (A)cb + g

2f
abcLacbcc

+ Ka gab(ξ)cb − iψ̄iα T a,ijcaΥ jα − iῩ iα T a,ijcaψjα + ϕ̄aI ∂µD
ab
µ (Ah)ϕbI

− ω̄aI ∂µD
ab
µ (Ah)ωbI +MaI

µ Dab
µ (Ah)ϕbI −NaI

µ Dab
µ (Ah)ωbI + UaI

µ Dab
µ (Ah)ω̄bI

+ V aI
µ Dab

µ (Ah)ϕ̄bI +Kϕ ω̄
aIϕaI + Jϕ(ϕ̄aIϕaI − ω̄aIωaI)−MaI

µ V
aI
µ +NaI

µ U
aI
µ

− λ̄aÎ ∂µD
ab
µ (Ah)λb

Î
− ζ̄aÎ ∂µDab

µ (Ah)ζb
Î

+ Λ̄jÎ
α ψ̄

h,iα T a,ijλa
Î
− Π̄jÎ

α ψ̄
h,iα T a,ijζa

Î

+ ΠiÎ
α ζ̄

a
Î
T a,ijψh,jα + ΛiÎ

α λ̄
a
Î
T a,ijψh,jα +Kλ ζ̄

aÎλa
Î

+ Jλ (λ̄aÎλa
Î

+ ζ̄aÎζa
Î
)

+ κ4 Jψ(Λ̄iαÎΛi
αÎ
− Π̄iαÎΠi

αÎ
)−XIηaω̄aI − Y Iηaϕ̄aI − Ȳ abIηaϕabI − X̄abIηaωabI

− Z̄abÎηaλb
Î
− W̄ abÎηaζb

Î
−W Îηaζ̄a

Î
− Z Îηaλ̄a

Î

 . (305)

The action of physical interest is obtained from Σ by taken the particular values (254),
(265) and (285) and setting the remaining sources and the Grassmannian parameter χ
to zero. Such physical action is therefore a particular case of Σ, which enjoys a very rich
symmetry content, as we shall see in the next section, being thus the suitable action to
be considered in the study of renormalization.

It is also instructive to establish the mass dimension and the quantum numbers of
fields and sources of the theory. These numbers are displayed in the Tables (1) – (5). In
these tables is also displayed the so-called “nature” of each field and source. By nature
we mean the commuting (C) or anticommuting (A) character of each field and source,
which is determined by the parity of the summation of ghost numbers and the e-charge
(or spinor number). If, for a certain field or source, the result of the summation is an even
number, the considered field/source is commuting, otherwise it is anticommuting ones.
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Table 1 - First set of quantum numbers of fields.

Fields A b c c̄ ψ̄ ψ ξ ϕ̄ ϕ ω̄ ω α χ τ

Dimension 1 2 0 2 3
2

3
2 0 1 1 1 1 0 0 2

c-ghost number 0 0 1 −1 0 0 0 0 0 −1 1 0 1 0
η-ghost number 0 0 0 0 0 0 0 0 0 0 0 0 0 0

e-charge 0 0 0 0 −1 1 0 0 0 0 0 0 0 0
U(4(N2 − 1))-charge 0 0 0 0 0 0 0 −1 1 −1 1 0 0 0

U(4N)-charge 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Nature C C A A A A C C C A A C A C

Source: The author, 2020.

Table 2 - Second set of quantum numbers of fields.

Fields η η̄ λ̄ λ ζ̄ ζ

Dimension 0 2 1 1 1 1
c-ghost number 0 0 0 0 −1 1
η-ghost number 1 −1 0 0 0 0

e-charge 0 0 −1 1 −1 1
U(4(N2 − 1))-charge 0 0 0 0 0 0

U(4N)-charge 0 0 −1 1 −1 1
Nature A A A A C C

Source: The author, 2020.

Table 3 - First set of quantum numbers of sources.

Sources Ω L K J Jψ J M N U V Jϕ Kϕ Ξ X Y

Dimension 3 4 4 2 1 3 2 2 2 2 2 2 3 3 3
c-ghost number −1 −2 −1 0 0 0 0 −1 1 0 0 1 0 1 0
η-ghost number 0 0 0 0 0 0 0 0 0 0 0 0 −1 −1 −1

e-charge 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
U(4(N2 − 1))-charge 0 0 0 0 0 0 −1 −1 1 1 0 0 0 1 1

U(4N)-charge 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Nature A C A C C C C A A C C A A C A

Source: The author, 2020.
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Table 4 - Second set of quantum numbers of sources.

Sources X̄ Ȳ Ῡ Υ Θ̄ Θ Λ̄ Λ Π̄ Π

Dimension 3 3 5
2

5
2

5
2

5
2

3
2

3
2

3
2

3
2

c-ghost number −1 0 −1 −1 0 0 0 0 −1 1
η-ghost number −1 −1 0 0 0 0 0 0 0 0

e-charge 0 0 −1 1 −1 1 0 0 0 0
U(4(N2 − 1))-charge −1 −1 0 0 0 0 0 0 0 0

U(4N)-charge 0 0 0 0 0 0 −1 1 −1 1
Nature C A C C A A C C A A

Source: The author, 2020.

Table 5 - Quantum numbers of the extra sources.

Extra Sources Jλ Kλ Z̄ W̄ Z W Φ̄ Φ Γ

Dimension 2 2 3 3 3 3 5
2

5
2 4

c-ghost number 0 1 0 −1 0 1 0 0 0
η-ghost number 0 0 −1 −1 −1 −1 −1 −1 −2

e-charge 0 0 −1 −1 1 1 −1 1 0
U(4(N2 − 1))-charge 0 0 0 0 0 0 0 0 0

U(4N)-charge 0 0 −1 −1 1 1 0 0 0
Nature C A C A C A A A C

Source: The author, 2020.
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5.7 Ward identities

The classical extended action Σ defined by (305) enjoys a large set of symmetries
specified by the following Ward identities,

• The Slavnov-Taylor identity:

B(Σ) = 0 , (306)

with

B(Σ) =
∫
d4x

 δΣ
δAaµ

δΣ
δΩa

µ

+ δΣ
δca

δΣ
δLa

+ δΣ
δξa

δΣ
δKa

+ δΣ
δΥ iα

δΣ
δψ̄i,α

+ δΣ
δῩ iα

δΣ
δψi,α

+ iba
δΣ
δc̄a

+ ωaI
δΣ
δϕaI

+ ϕ̄aI
δΣ
δω̄aI

+MaI
µ

δΣ
δNaI

µ

+ UaI
µ

δΣ
δV aI

µ

+Kϕ
δΣ
δJϕ

+XI δΣ
δY I

− Ȳ abI δΣ
δX̄abI

+ λ̄aÎ
δΣ
δζ̄a
Î

+ ζaÎ
δΣ
δλa

Î

+ Λ̄iαÎ δΣ
δΠ̄i

αÎ

+ ΠiαÎ δΣ
δΛi

αÎ

+Kλ
δΣ
δGλ

− W Î δΣ
δZÎ

+ Z̄abÎ δΣ
δW̄ ab

Î

+ χ
∂Σ
∂α

. (307)

From the Slavnov-Taylor identity (307), we can define the well-known linearized
Slavnov-Taylor operator BΣ (76),

BΣ =
∫
d4x

 δΣ
δAaµ

δ

δΩa
µ

+ δΣ
δΩa

µ

δ

δAaµ
+ δΣ
δca

δ

δLa
+ δΣ
δLa

δ

δca
+ δΣ
δξa

δ

δKa
+ δΣ
δKa

δ

δξa

+ δΣ
δΥ iα

δ

δψ̄i,α
+ δΣ
δψ̄i,α

δ

δΥ iα
+ δΣ
δῩ iα

δ

δψi,α
+ δΣ
δψi,α

δ

δῩ iα
+ iba

δ

δc̄a
+ ωaI

δ

δϕaI

+ ϕ̄aI
δ

δω̄aI
+MaI

µ

δ

δNaI
µ

+ UaI
µ

δ

δV aI
µ

+Kϕ
δ

δJϕ
+XI δ

δY I
− Ȳ abI δ

δX̄abI

+ λ̄aÎ
δ

δζ̄a
Î

+ ζaÎ
δ

δλa
Î

+ Λ̄iαÎ δ

δΠ̄i
αÎ

+ ΠiαÎ δ

δΛi
αÎ

+Kλ
δ

δJλ
−W Î δ

δZÎ

+ Z̄abÎ δ

δW̄ ab
Î

+ χ
∂

∂α
, (308)

with

BΣBΣ = 0 . (309)
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In the next chapter we will solve the cohomology problem of the operator BΣ in
order to obtain the most general counterterm that can be added to any order of
loop correction.

• The antighost equation:

δΣ
δc̄a

+ ∂µ
δΣ
δΩa

µ

= i

2χb
a . (310)

• The equation of motion of the Lagrange multiplier ba:

δΣ
δba

= i∂µA
a
µ + αba − i

2χc̄
a , (311)

corresponding to the linear covariant gauge-fixing adopted here, has the meaning
of a Ward identity. This follows from the fact that the right-hand side of (311)
is linear in the fields. As such, it represents a linearly breaking term which is not
affected by quantum corrections (76).

• The equation of τa:

Analogously to the antighost equation, the equation of motion of the τa field and the
variation of the action with respect to the source J a

µ , yields the following identity,
i.e.

δΣ
δτa
− ∂µ

δΣ
δJ a

µ

= 0 . (312)

• The equation of the antighost η̄a:

δΣ
δη̄a

+ ∂µ
δΣ
δΞa

µ

= 0 . (313)

Note that the presence of the composite field operator Dab
µ (Ah)ηb, coupled to the

source Ξa
µ, is needed in order to establish this identity.

• The integrated equation of the ghost ηa:
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∫
d4x

(
δΣ
δηa

+ gfabcη̄b
δΣ
δτ c
− gfabcΞb

µ

δΣ
δJ c

µ

)
=

∫
d4x

(
X̄abIωbI − Ȳ abIϕbI +Xω̄aI

− Y Iϕ̄aI + Z Î λ̄a
Î
−W Î ζ̄a

Î
+ Z̄abÎλb

Î

− W̄ abÎζb
Î

+ Γabηb + Φi
αψ̄

h,jαT a,ji

− Φ̄iαT a,ijψh,jα

)
. (314)

• The global U(4(N2 − 1)) symmetry:

UIJ(Σ) = 0 , (315)

with

UIJ(Σ) =
∫
d4x

(
ϕaI

δΣ
δϕaJ

− ϕ̄aJ δΣ
δϕ̄aI

+ ωaI
δΣ
δωaJ

− ω̄aJ δΣ
δω̄aI

− MaJ
µ

δΣ
δMaI

µ

+ V aI
µ

δΣ
δV aJ

µ

−NaJ
µ

δΣ
δNaI

µ

+ UaJ
µ

δΣ
δUaI

µ

+ XJ δΣ
δXI

+ Y I δΣ
δY J

− X̄abJ δΣ
δX̄abI

− Ȳ abJ δΣ
δȲ abI

)
. (316)

• The U(4N) symmetry:

Û ÎĴ(Σ) = 0 , (317)

where

Û ÎĴ(Σ) =
∫
d4x

λaÎ δΣ
δλa

Ĵ

− λ̄aĴ δΣ
δλ̄a

Î

+ ζaÎ
δΣ
δζa
Ĵ

− ζ̄aĴ δΣ
δζ̄a
Î

+ ΛiαÎ δΣ
δΛi

αĴ

− Λ̄iαĴ δΣ
δΛ̄i

αÎ

+ ΠiαÎ δΣ
δΠi

αĴ

− Π̄iαĴ δΣ
δΠ̄i

αÎ

+ Z Ĵ δΣ
δZÎ

+W Î δΣ
δWĴ

− Z̄abĴ δΣ
δZ̄ab

Î

− W̄ abĴ δΣ
δW̄ ab

Î

 . (318)

• The e-charge, or spinor number:

Ne(Σ) = 0 ,
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Ne(Σ) =
∫
d4x

ψiα δΣ
δψiα
− ψ̄iα δΣ

δψ̄iα
+ Υ iα

δΣ
δΥ iα
− Ῡ iα δΣ

δῩ iα
+ Θiα δΣ

δΘi
α

− Θ̄iα δΣ
δΘ̄i

α

+ λaÎ
δΣ
δλa

Î

− λ̄aÎ δΣ
δλ̄a

Î

+ ζaÎ
δΣ
δζa
Î

− ζ̄aÎ δΣ
δζ̄a
Î

+ Φiα δΣ
δΦi

α

− Φ̄iα δΣ
δΦ̄i

α

+ Z Î δΣ
δZÎ

+ W Î δΣ
δWÎ

− Z̄abÎ δΣ
δZ̄ab

Î

− W̄ abÎ δΣ
δW̄ ab

Î

 . (319)

• The linearly broken constraints:

δΣ
δϕ̄aI

+ ∂µ
δΣ
δMaI

µ

+ gfabcV bI
µ

δΣ
δJ c

µ

= −JϕϕaI + Y Iηa , (320)

δΣ
δϕaI

+ ∂µ
δΣ
δV aI

µ

− gfabcϕ̄bI δΣ
δτ c

+ gfabcM bI
µ

δΣ
δJ c

µ

= −Jϕϕ̄aI −Kϕω̄
aI + Ȳ baIηb , (321)

δΣ
δω̄aI

+ ∂µ
δΣ
δNaI

µ

− gfabcU bI
µ

δΣ
δJ c

µ

= Jϕω
aI −Kϕϕ

aI −XIηa , (322)

δΣ
δωaI

+ ∂µ
δΣ
δUaI

µ

− gfabcω̄bI δΣ
δτ c

+ gfabcN bI
µ

δΣ
δJ c

µ

= −Jϕω̄aI − X̄baIηa . (323)

• The linearly broken integrated Ward Identities for the matter sector:

∫
d4x

(
δΣ
δζaÎ

+ gfabcζ̄b
Î

δΣ
δτ c
− Π̄iα

Î
T a,ij

δΣ
δΘj

α

)
=

∫
d4x

(
Jλζ̄

a
Î
− W̄ ba

Î
ηb
)
,

(324)

∫
d4x

(
δΣ
δλaÎ

+ gfabc
δΣ
δτ c

λ̄b
Î

+ T a,ij Λ̄iα
Î

δΣ
δΘj

α

)
=

∫
d4x

(
Jλλ̄

a
Î

+Kλζ̄
a
Î

+ Z̄ba
Î
ηb
)
,

(325)

∫
d4x

(
δΣ
δζ̄aÎ

+ Πiα
Î
T a,ij

δΣ
δΘ̄j

α

)
=

∫
d4x

(
Jλζ

a
Î
−WÎ η

a −Kλλ
a
Î

)
, (326)
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∫
d4x

(
δΣ
δλ̄aÎ

+ Λiα
Î
T a,ij

δΣ
δΘ̄j

α

)
=

∫
d4x

(
Jλλ

a
Î

+ ZÎ η
a

)
. (327)

• The η-ghost number:

A ghost number can be assigned to the anticommuting fields (η̄, η) and to the source
Ξµ, resulting in the following η-ghost number Ward identity

Nη−ghost(Σ) =
∫
d4x

(
ηa
δΣ
δηa

+−η̄a δΣ
δη̄a
− Ξa

µ

δΣ
δΞa

µ

−XI δΣ
δXI

− Y I δΣ
δY I

− X̄abI δΣ
δX̄abI

− Ȳ abI δΣ
δȲ abI

− Z Î δΣ
δZÎ
−W Î δΣ

δWÎ

− Z̄abÎ δΣ
δZ̄ab

Î

− W̄ abÎ δΣ
δW̄ ab

Î

− 2Γab δΣ
δΓab

)
= 0 . (328)

• The c-ghost number:

Analogously, we have also the usual c-ghost number in the Faddeev-Popov sector,
expressed by

Nc−ghost(Σ) =
∫
d4x

(
ca
δΣ
δca
− c̄a δΣ

δc̄a
+ ωaI

δΣ
δωaI

− ω̄aI δΣ
δω̄aI

− Υ iα δΣ
δΥ iα
− Ῡ iα δΣ

δῩ iα

− Ωa
µ

δΣ
δΩa

µ

− 2La δΣ
δLa
−Ka δΣ

δKa
+ UaI

µ

δΣ
δUaI

µ

−NaI
µ

δΣ
δNaI

µ

+Kϕ
∂Σ
δKϕ

+ XI δΣ
δXI

− X̄abI δΣ
δX̄abI

+ ζaÎ
δΣ
δζa
Î

− ζ̄aÎ δΣ
δζ̄a
Î

+ ΠiαÎ δΣ
δΠi

αÎ

− Π̄iαÎ δΣ
δΠ̄i

αÎ

+ Kλ
δΣ
δKλ

+B Î δΣ
δBÎ

− B̄abÎ δΣ
δB̄ab

Î

)
+ χ

∂Σ
∂χ

= 0 . (329)

• The exactly RIJ symmetry;

RIJ(Σ) = 0 , (330)

with

RIJ(Σ) =
∫
d4x

(
ϕaI

δΣ
δωaJ

− ω̄aJ δΣ
δϕ̄aI

+V aI
µ

δΣ
δUaJ

µ

−NaI
µ

δΣ
δMaJ

µ

+X̄abJ δΣ
δȲ abI

+Y I δΣ
δXJ

)
.

(331)
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• Identities that mix the Zwanziger ghosts with (η, η̄) ghosts

W I
(1)(Σ) =

∫
d4x

(
ω̄aI

δΣ
δη̄a

+ ηa
δΣ
δωaI

+NaI
µ

δΣ
δΞa

µ

+ Jϕ
δΣ
δXI

+ X̄abI δΣ
δΓab

)
= 0 ,

(332)

W I
(2)(Σ) =

∫
d4x

(
ϕ̄aI

δΣ
δη̄a
− ηa δΣ

δϕaI
+MaI

µ

δΣ
δΞa

µ

− Jϕ
δΣ
δY I

+Kϕ
δΣ
δXI

− Ȳ abI δΣ
δΓab

)
= 0 , (333)

W I
(3)(Σ) =

∫
d4x

(
ϕaI

δΣ
δη̄a
− ηa δΣ

δϕ̄aI
− gfabc δΣ

δȲ abI

δΣ
δτ c
− V aI

µ

δΣ
δΞa

µ

+ Jϕ
δΣ
δȲ aaI

+ Y I δΣ
δΓaa

)
= 0 , (334)

W I
(4)(Σ) =

∫
d4x

(
ωaI

δΣ
δη̄a
− ηa δΣ

δω̄aI
+ gfabc

δΣ
δX̄abI

δΣ
δτ c

+ UaI
µ

δΣ
δΞa

µ

+ Jϕ
δΣ

δX̄aaI

+ Kϕ
δΣ
δȲ aaI

+XI δΣ
δΓaa

)
= 0 . (335)

• Identities that mix the ghosts related to fermionic matter fields with the (η, η̄)
ghosts:

W Î
(1)(Σ) =

∫
d4x

(
ηa
δΣ
δλa

Î

+ λ̄aÎ
δΣ
δη̄a

+ Λ̄iαÎ δΣ
δΦi

α

+ Jλ
δΣ
δZÎ
− Z̄abÎ δΣ

δΓab

)
= 0 , (336)

W Î
(2)(Σ) =

∫
d4x

(
ζ̄aÎ

δΣ
δη̄a
− ηa δΣ

δζa
Î

+ Π̄iαÎ δΣ
δΦi

α

− Jλ
δΣ
δWÎ

+Kλ
δΣ
δZÎ
− W̄ abÎ δΣ

δΓab

)
= 0 , (337)

W Î
(3)(Σ) =

∫
d4x

(
ηa
δΣ
δλ̄a

Î

+ λaÎ
δΣ
δη̄a
− ΛiαÎ δΣ

δΦ̄i
α

− Jλ
δΣ
δZ̄aa

Î

−Kλ
δΣ
δW̄ aa

Î

− Z Î δΣ
δΓaa

)
= 0 , (338)

W Î
(4)(Σ) =

∫
d4x

(
ζaÎ

δΣ
δη̄a

+ ηa
δΣ
δζ̄a
Î

+ ΠiαÎ δΣ
δΦ̄i

α

+ Jλ
δΣ
δW̄ aa

Î

−W Î δΣ
δΓaa

)
= 0 .

(339)

5.8 Some remarks

Here we would like to perform some comments on the model we have determined
in this chapter, expressed by action Σ, eq. (305). The introduction of the horizon term for
the matter sector has an important meaning. The Gribov problem is a partial answer to
the question of how to correctly quantize a non-Abelian gauge field theory and apparently
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this answer has something to do with the problem of confinement of gauge bosons. Then,
when we reproduce the same procedure of GZ (or RGZ) model for the matter sector,
by introducing the fermionic horizon function (248), we are implicitly assuming that the
mechanism of fermion confinement, which corresponds to the quarks of QCD in the case
of SU(3) group, is similar to the mechanism of bosons (the gluons in the case of QCD).
This is a strong assumption and it is based on the fact that action (305) is local, BRST
invariant and, as we shall see in the next chapter, renormalizable. It is also justified by the
form of the fermion propagator. Taking the physical limits of the sources, in particular
(254), (265) and (285), we have for the tree level fermion propagator in the Landau gauge
(α = 0) the following result

〈ψ̄iα(p)ψjβ(−p)〉 = −ipµ(γµ)αβ +A(p2) δαβ
p2 +A2(p2) δij , (340)

where A(p2) is a “mass function” given by

A(p2) = mψ + g2 N
2 − 1
2N

σ3

p2 + w2 . (341)

This kind of propagator is in qualitative agreement with some lattice results as (157).
However, we do not have at the present moment a clear interpretation for the

fermionic horizon function as occurs in the case of the original Zwanziger horizon function
of GZ (or RGZ) model. It seems that somehow the horizon function has an universal
character giving rise to the generalization (245). Nevertheless, there is an intriguing result
obtained in (158) where a dimensional reduction (from five to four) is studied in the RGZ
model in five dimensional Euclidean space and the scalar horizon function naturally shows
up30. This was a first evidence that the generalization of the horizon function could have
a geometrical origin. In the case of the fermionic horizon function, we can only speculate
that in a supersymmetric scenario in higher dimensions a similar result could happen and
a dimensional reduction could provide the fermionic horizon function.

30 In the dimensional reduction the scalar field φa(x) is identified with the fifth component of the gauge
field Aa5(x). Of course the interaction term λ(φaφa)2 can not be reproduced from the dimensional
reduction, then the resulting action in four dimensions is not renormalizable.
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6 ALGEBRAIC RENORMALIZATION ANALYSIS

In section (5.7), we displayed all Ward Identities that action (305) obeys. Now we
will focus on search for the most general counterterm, which gives us the possibility to
study the renormalizability of this model.

An useful convention that we will adopt in this chapter is the following reparame-
trization

(
Aaµ , b

a , ξa , α , τa , J a
µ , J

)
→
(

1
g
Aaµ , gb

a ,
1
g
ξa ,

1
g2α , gτ

a , gJ a
µ , g

2J

)
. (342)

6.1 Algebraic characterization of the most general counterterm

In order to characterize the most general invariant counterterm, which can be
freely added to all orders in perturbation theory we follow the setup of the algebraic
renormalization (76) and perturb the classical action Σ by adding an integrated local
polynomial in the fields and sources, ΣCT, with dimension bounded by four and vanishing
c-ghost number, η-ghost number, e-charge, U(4(N2 − 1))-charge and U(4N)-charge. We
demand thus that the perturbed action, (Σ+εΣCT), with ε being an expansion parameter,
fulfills, to the first order in ε, the same Ward identities obeyed by the classical action, i.e.

BΣ(Σ + εΣCT) = O(ε2) ,(
δ

δc̄a
+ ∂µ

δ

δΩa
µ

)
(Σ + εΣCT)− i

2χb
a = O(ε2) ,

δ

δba
(Σ + εΣCT) = i∂µA

a
µ + αba − i

2χc̄
a +O(ε2) ,(

δ

δτa
− ∂µ

δ

δJ a
µ

)
(Σ + εΣCT) = O(ε2) ,

UIJ(Σ + εΣCT) = O(ε2) ,

Û ÎĴ(Σ + εΣCT) = O(ε2) ,

Ne(Σ + εΣCT) = O(ε2) ,

Nc−ghost(Σ + εΣCT) = O(ε2) ,

Nη−ghost(Σ + εΣCT) = O(ε2) ,



113

(
δ

δϕ̄aI
+ ∂µ

δ

δMai
µ

+ fabcV bI
µ

δ

δJ c
µ

)
(Σ + εΣCT) = −JϕϕaI + Y Iηa

+ O(ε2) ,(
δ

δϕaI
+ ∂µ

δ

δV aI
µ

− fabcϕ̄bI δ

δτ c
+ fabcM bI

µ

δ

δJ c
µ

)
(Σ + εΣCT) = −Jϕϕ̄aI −Kϕω̄

aI

+ Ȳ baIηb +O(ε2)(
δ

δω̄aI
+ ∂µ

δ

δNaI
µ

− fabcU bI
µ

δ

δJ c
µ

)
(Σ + εΣCT) = Jϕω

aI −Kϕϕ
aI

− XIηa +O(ε2) ,(
δ

δωaI
+ ∂µ

δ

δUaI
µ

− fabcω̄bI δ

δτ c
+ fabcN bI

µ

δ

δJ c
µ

)
(Σ + εΣCT) = −Jϕω̄aI − X̄baIηb

+ O(ε2) ,∫
d4x

(
δ

δζaÎ
+ fabcζ̄b

Î

δ

δτ c
− Π̄iα

Î
T a,ij

δ

δΘj
α

)
(Σ + εΣCT) =

∫
d4x

(
Jλζ̄

a
Î

− W̄ ba
Î
ηb
)

+O(ε2) ,
∫
d4x

(
δ

δλaÎ
+ fabc

δ

δτ c
λ̄b
Î

+ T a,ij Λ̄iα
Î

δ

δΘj
α

)
(Σ + εΣCT) =

∫
d4x

(
Jλλ̄

a
Î

+ Z̄ba
Î
ηb
)

+ Kλζ̄
a
Î

+O(ε2) ,∫
d4x

(
δ

δζ̄aÎ
+ Πiα

Î
T a,ij

δ

δΘ̄j
α

)
(Σ + εΣCT) =

∫
d4x

(
Jλζ

a
Î
−WÎ η

a

− Kλλ
a
Î

)
+O(ε2) ,

∫
d4x

(
δ

δλ̄aÎ
+ Λiα

Î
(T a)ij δ

δΘ̄j
α

)
(Σ + εΣCT) =

∫
d4x

(
Jλλ

a
Î

+ ZÎ η
a

)
+O(ε2) ,

Rij(Σ + εΣCT) = O(ε2) ,(
δ

δη̄a
+ ∂µ

δ

δΞa
µ

)
(Σ + εΣCT) = O(ε2) ,

∫
d4x

(
δ

δηa
+ fabcη̄b

δ

δτ c
− fabcΞb

µ

δ

δJ c
µ

)
(Σ + εΣCT) =

∫
d4x

(
− Ȳ abIϕbI + X̄abIωbI

+ Xω̄aI − Y Iϕ̄aI + Z Î λ̄a
Î

− W Î ζ̄a
Î

+ Z̄abÎλb
Î
− W̄ abÎζb

Î
+ Γabηb

+ Φi
αψ̄

h,jα T a,ji − Φ̄iα T a,ij ψh,jα

)
+ O(ε2) ,

W I
(1,2,3,4)(Σ + εΣCT) = O(ε2) .
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W Î
(1,2,3,4)(Σ + εΣCT) = O(ε2) . (343)

Looking to the first condition of eqs.(343), one gets

BΣΣCT = 0 , (344)

where BΣ was defined in (308). The equation (344) reveals that the invariant counterterm
ΣCT belongs to the cohomolgy of BΣ in the space of the integrated local polynomials in
the fields and sources. From the results of Yang-Mills theories cohomology, for instance
see (76), the most general solution for ΣCT is given by

ΣCT = ∆ + a1

∫
d4x Jψ ψ̄

i
αψ

i,α + BΣ∆(−1) , (345)

with ∆ and ∆(−1) being the nontrivial and trivial solutions of the first equation of the set
(343), respectively. Furthermore, for the nontrivial part, one has ∆ 6= BΣT for some local
integrated T . Also notice that, according to the quantum numbers of the fields, ∆(−1)

is an integrated polynomial of dimension four, c-ghost number −1 and η-ghost number
equals to zero. At this moment, it is possible to visualize the convenience of the extended
operator Q. The auxiliary fields and sources introduced due to the restriction of the
functional measure to the Gribov region are doublets with respect to Q, which indicate
that they belong to the exact part of the cohomology of BΣ (76), that is they come into
view only in ∆(−1). Enjoying this characteristic, the most general expression allowed for
∆ can be written as31

∆ =
∫
d4x

[
a0

4g2F
a
µνF

a
µν + a2(∂µAh,aµ )(∂νAh,aν ) + a3(∂µAh,aν )(∂µAh,aν )

+ a4f
abcAh,aµ Ah,bν ∂µA

h,c
ν + πabcdAh,aµ Ah,bµ Ah,cν Ah,dν + Ĵ a

µOaµ(A, ξ)

+ JO(A, ξ) + J2
ψO′(A, ξ) + a5(∂µη̄a + Ξa

µ)(∂µηa) + fabc(∂µη̄a + Ξa
µ)Pbµ(A, ξ)ηc

+ Θ̄iαF iα(ψ, ξ) + ΘiαF̄ iα(ψ̄, ξ) + Φ̄iα T a,ij ηaWj
α(ψ, ξ)

+ Φiα T a,ij ηaW̄j
α(ψ̄, ξ)

]
, (346)

where (a0, a1, . . . , a5, π
abcd) are arbitrary dimensionless coefficients, whileOaµ(A, ξ), O(A, ξ),

O′(A, ξ) and Paµ(A, ξ) are local expressions in terms of the fields Aaµ and ξa with c-ghost
number zero and dimensions 1, 2, 2 and 1, respectively. Moreover,W i

α(ψ, ξ) and W̄ i
α(ψ, ξ)

are local functional of ψiα and ξa and for the last, F̄ iα(ψ̄, ξ) and W̄ i
α(ψ̄, ξ) are local expres-

sions of ψ̄iα and ξa.

31 For simplicity we have omitted the vacuum terms. These terms can be considered in a future calculation
but the general results obtained here remain unchanged.
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It is important to mention that in the equation (346) we have already taken into
account the fact that the variables (τa,J a

µ ) can enter in the counterterm only through
the combination,

Ĵ a
µ = J a

µ − ∂µτa . (347)

This occurs because of the Ward identity (312). Furthermore, from (345), one gets

BΣOaµ(A, ξ) = QOaµ(A, ξ) = sOaµ(A, ξ) = 0 , (348)

BΣO(A, ξ) = QO(A, ξ) = sO(A, ξ) = 0 , (349)

BΣPaµ(A, ξ) = QPaµ(A, ξ) = sPaµ(A, ξ) = 0 , (350)

BΣF iα(ψ, ξ) = QF iα(ψ, ξ) = sF iα(ψ, ξ) = 0 , (351)

BΣF̄ iα(ψ̄, ξ) = QF̄ iα(ψ̄, ξ) = sF̄ iα(ψ̄, ξ) = 0 , (352)

BΣW i
α(ψ, ξ) = QW i

α(ψ, ξ) = sW i
α(ψ, ξ) = 0 , (353)

BΣW̄ i
α(ψ̄, ξ) = QW̄ i

α(ψ̄, ξ) = sW̄ i
α(ψ̄, ξ) = 0 , (354)

which implies in the BRST-invariance of Oaµ(A, ξ), O(A, ξ), Pbµ(A, ξ), F iα(ψ, ξ), F̄ iα(ψ̄, ξ),
W i

α(ψ, ξ) and W̄ i
α(ψ̄, ξ). In (75) and (87), the general solution of the eqs. (350)-(352)

were obtained, yielding

Oaµ(A, ξ) = b1(Ah)aµ , (355)

O(A, ξ) = b2

2 (Ah)aµ(Ah)aµ , (356)

O′(A, ξ) = b′2
2 (Ah)aµ(Ah)aµ , (357)

Paµ(A, ξ) = b3(Ah)aµ , (358)

F iα(ψ, ξ) = b4ψ
(h)i
α , (359)
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F̄ iα(ψ̄, ξ) = b5ψ̄
(h)i
α , (360)

where (b1, b2, b
′
2, b3, b4, b5) are free dimensionless parameters. Now, let us show with details

the procedure to determine the results for the coefficients of (353) and (354), that is

BΣW i
α(ψ, ξ) = QW i

α(ψ, ξ) = sW i
α(ψ, ξ) = 0 , (361)

BΣW̄ i
α(ψ̄, ξ) = QW̄ i

α(ψ̄, ξ) = sW̄ i
α(ψ̄, ξ) = 0 , (362)

with W i
α(ψ, ξ) and W̄ i

α(ψ̄, ξ) being BRST invariant, as mentioned before. First, we will
analyze the equation (361). The operator presented in this case has dimension (3

2), null
ghosts number and has two indices: one is related to the internal symmetry group in the
fundamental representation and the other one is associated with the fermionic nature of
this operator. Thus, we consider the following parametrization

W i
α(ψ, ξ) = σijαβ(ξ)ψjβ , (363)

with σij(ξ) being a quantity that does not has mass dimension in the Stückelberg field
ξa, and given by

σij(ξ) = σ1(ξ)δij + σij2 (ξ)(γ0) + σij3 (ξ)(γ1) + σij4 (ξ)(γ2)

+ σij5 (ξ)(γ3) + σij6 (ξ)(γ5) + σij7 (ξ)(γ0γ5) + σij8 (ξ)(γ1γ5)

+ σij9 (ξ)(γ2γ5) + σij10(ξ)(γ3γ5) + σij11(ξ)
[
γ0, γ1

]
+ σij12(ξ)

[
γ0, γ2

]
+ σij13(ξ)

[
γ0, γ3

]
+ σij14(ξ)

[
γ1, γ2

]
+ σij15(ξ)

[
γ1, γ3

]
+ σij16(ξ)

[
γ2, γ3

]
. (364)

where the γ’s are known as the Dirac matrices. In the next, we explicitly characterize the
expression of operator W i

α(ψ, ξ) as

W i(ψ, ξ) = σ1(ξ)δijψj + σij2 (ξ)(γ0)ψj + σij3 (ξ)(γ1)ψj + σij4 (ξ)(γ2)ψj

+ σij5 (ξ)(γ3)ψj + σij6 (ξ)(γ5)ψj + σij7 (ξ)(γ0γ5)ψj + σij8 (ξ)(γ1γ5)ψj

+ σij9 (ξ)(γ2γ5)ψj + σij10(ξ)(γ3γ5)ψj + σij11(ξ)
[
γ0, γ1

]
ψj

+ σij12(ξ)
[
γ0, γ2

]
ψj + σij13(ξ)

[
γ0, γ3

]
ψj + σij14(ξ)

[
γ1, γ2

]
ψj

+ σij15(ξ)
[
γ1, γ3

]
ψj + σij16(ξ)

[
γ2, γ3

]
ψj . (365)

Enjoying the equation (238), we make a convenient replacement in equation (365), which
is the substitution of ψiα by the gauge-invariant matter field ψh,iα and, consequently, we
redefine the quantities, previously mentioned, for a new one (σ̂ij(ξ)). Thus, (365) is
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redefined as

W i
α(ψ, ξ) = σ̂ijαβ(ξ)ψh,jβ , (366)

with

W i(ψ, ξ) = σ̂1δ
ijψh,j + σ̂ij2 (γ0)ψh,j + σ̂ij3 (γ1)ψ(h)j

α + σ̂ij4 (γ2)ψh,j

+ σ̂ij5 (γ3)ψh,j + σ̂ij6 (γ5)ψh,j + σ̂ij7 (γ0γ5)ψh,j + σ̂ij8 (γ1γ5)ψh,j

+ σ̂ij9 (γ2γ5)ψh,j + σ̂ij10(γ3γ5)ψh,j + σ̂ij11

[
γ0, γ1

]
ψh,j

+ σ̂ij12

[
γ0, γ2

]
ψh,j + σ̂ij13

[
γ0, γ3

]
ψh,j + σ̂ij14

[
γ1, γ2

]
ψh,j

+ σ̂ij15

[
γ1, γ3

]
ψh,j + σ̂ij16

[
γ2, γ3

]
ψh,j . (367)

Now, let us explore with more details the equation (361). Thus,

BΣF iα(ψ, ξ) = sF iα(ψ, ξ) = 0 , (368)

BΣW i
α(ψ, ξ) =

∫
d4x

 δΣ
δŪ i

α

δW i
α(ψ, ξ)
δψi,α

+ δΣ
δKk

δW i
α(ψ, ξ)
δξk


=

∫
d4x

 δΣ
δKa

∂σ̂ij(ξ)
∂ξa

ψ(h)j
α


=

∫
d4x

gcb (ξ) cb∂σ̂
ij(ξ)
∂ξc

ψ(h)j
α


= 0, (369)

which immediately gives

∂σ̂ij(ξ)
∂ξc

= ∂σ̂1(ξ)
∂ξc

δij + ∂σ̂ij2 (ξ)
∂ξc

(γ0) + ∂σ̂ij3 (ξ)
∂ξc

(γ1) + ∂σ̂ij4 (ξ)
∂ξc

(γ2) + ∂σ̂ij5 (ξ)
∂ξc

(γ3)

+ ∂σ̂ij6 (ξ)
∂ξc

(γ5) + ∂σ̂ij7 (ξ)
∂ξc

(γ0γ5) + ∂σ̂ij8 (ξ)
∂ξc

(γ1γ5) + ∂σ̂ij9 (ξ)
∂ξc

(γ2γ5)

+ ∂σ̂ij10(ξ)
∂ξc

(γ3γ5) + ∂σ̂ij11(ξ)
∂ξc

[
γ0, γ1

]
+ ∂σ̂ij12(ξ)

∂ξc

[
γ0, γ2

]
+ ∂σ̂ij13(ξ)

∂ξc

[
γ0, γ3

]
+ ∂σ̂ij14(ξ)

∂ξc

[
γ1, γ2

]
+ ∂σ̂ij15(ξ)

∂ξc

[
γ1, γ3

]
+ ∂σ̂ij16(ξ)

∂ξc

[
γ2, γ3

]
= 0 . (370)

Moreover, from the so-called discrete symmetries, that is, parity, time-reversal, charge
conjugation and chirality conditions, see appendix (C), one has the following result,

σ̂ijαβ = b6δ
ijδαβ , (371)
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where b6 is a constant. The other 15 parameters are null because of the discrete symme-
tries previously mentioned. Therefore, we conclude that the most general expression for
W i

α(ψ, ξ) is given as follows

W i
α(ψ, ξ) = b6 ψ

h,i
α . (372)

The same procedure can be done for W̄ i
α(ψ̄, ξ) and we will not repeat the development

established before, however we will show in the sequence the results for this functional

W̄ i
α(ψ̄, ξ) = ς ijαβ(ξ)ψ̄jβ , (373)

Making the same redefinition as done in equation (366), one gets

W̄ i
α(ψ̄, ξ) = ς̂ ijαβ(ξ)ψ̄h,jβ . (374)

After using the equation (374) and the discrete symmetries,

ς̂ ijαβ = b7δ
ijδαβ , (375)

Thus, the functional W̄ i
α(ψ̄, ξ) is specified by

W̄ i
α(ψ̄, ξ) = b7 ψ̄

h,i
α . (376)

Finally, the most general ∆ after imposing the constraints (350)-(353) is given by

∆ =
∫
d4x

[
a0

4g2F
a
µνF

a
µν + a2(∂µAh,aµ )(∂νAh,aν ) + a3(∂µAh,aν )(∂µAh,aν )

+ a4f
abcAh,aµ Ah,bν ∂µA

h,c
ν + πabcdAh,aµ Ah,bµ Ah,cν Ah,dν + b1 Ĵ a

µA
h,a
µ

+
(
b2
J

2 + b′2
J2
ψ

2

)
Ah,aµ Ah,aµ + a5(∂µη̄a + Ξa

µ)(∂µηa) + b3f
abc(∂µη̄a + Ξa

µ)Ah,bν ηc

+ b4Θ̄iαψh,iα + b5Θiαψ̄h,iα + b6Φ̄iα T a,ij ηaψh,iα + b7Φiα T a,ij ηaψ̄h,iα

]
.

(377)

It is important to remember that the parameters (α, χ) were inserted as a Q-
doublet, thereby they cannot appear in the nontrivial sector of the Q cohomology. Which
means, these parameters are not present in ∆. In expectation of determining the trivial
sector of the cohomology, ∆(−1), first we desire to show if the values of the extra sources
are set to zero as

J = Jϕ = M = N = V = U = Kϕ = χ = K = J = Ξ = Γ = X = Y = X̄ = Ȳ = 0 ,

(378)
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Λ = Λ̄ = Π = Π̄ = 0 , (379)

and

Υ = Ῡ = Λ = Λ̄ = Θ = Θ̄ = Φ = Φ̄ = 0 , (380)

in (305), thus the remaining action with Ω = L = 0 and Jψ = −mψ is

ΣLCGM =
∫
d4x

[
1

4g2F
a
µνF

a
µν + iψ̄iα(γµ)αβDij

µ ψ
jβ −mψψ̄

i
αψ

iα + iba∂µA
a
µ

+ α

2 b
aba + c̄a∂µD

ab
µ (A)cb − ϕ̄acµMab(Ah)ϕbcµ + ω̄acµMab(Ah)ωbcµ

+ τa∂µA
h,a
µ − η̄aMab(Ah)ηb − λ̄aiα ∂µDab

µ (Ah)λbiα

− ζ̄aiα∂µD
ab
µ (Ah)ζbiα

]
,

(381)

which is the YM action carrying the Dirac fermionic matter fields, in the fundamental
representation, gauge fixed in linear covariant gauges with the addition of the following
terms:

−
∫
d4x

(
ϕ̄acµMab(Ah)ϕbcµ − ω̄acµMab(Ah)ωbcµ + τa∂µA

h,a
µ − η̄aMab(Ah)ηb

)
, (382)

−
∫
d4x

(
λ̄aiα ∂µD

ab
µ (Ah)λα,bi + ζ̄aiα∂µD

ab
µ (Ah)ζbiα

)
. (383)

Nevertheless, upon integration over (ϕ̄, ϕ, ω̄, ω, τ, η̄, η, λ, λ̄, ζ, ζ̄), the terms (382) and (383)
are equal to a unity. Therefore, correlation functions of the original fields of the FP
quantization, i.e. (A, c̄, c, b), are the same as those computed with the standard YM
action in the linear covariant gauges (202). From this observation, it follows that, in the
limits (378)–(380), the counterterm (377) should reduce to the standard one in the YMFP
action in linear covariant gauges, see also (87, 83). This gives

a2 = a3 = a4 = 0 , a5 = b3 , πabcd = 0 , (384)
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yielding

∆ =
∫
d4x

[
a0

4g2F
a
µνF

a
µν + b1Ĵ a

µA
h,a
µ +

(
b2
J

2 + b′2
J2
ψ

2

)
Ah,aµ Ah,aµ + b3(∂µη̄a + Ξa

µ)Dab
µ (Ah)ηb

+ b4Θ̄iαψh,iα + b5Θiαψ̄h,iα + b6Φ̄iαT a,ijηaψh,iα + b7ΦiαT a,ijηaψ̄h,iα

]
. (385)

Finally, the Ward identity (314) imposes the following constraint

a5 = −b1 . (386)

Now, let us turn our attention to the trivial part of the cohomology of BΣ which has
dimension four, it is a local expression in the fields and sources and it has c-ghost number
(−1). Moreover, considering the quantum numbers of all the fields and sources given by
the Tables (1)–(5) and the set of constraints (343), we have the following expression for
∆(−1),

∆(−1) =
∫
d4x

[
fab1 (ξ, α)(Ωa

µ + ∂µc̄
a)Abµ + fab2 (ξ, α)caLb +Kafab(ξ, α)ξb

− b1
(
V aI
µ Dab

µ (Ah)ω̄bI +NaI
µ D

ab
µ (Ah)ϕbI + (∂µω̄aI)Dab

µ (Ah)ϕbI
)

+ f3(ξ, α)
(
ψ̄i,αΥ iα + Ῡ i,αψiα

)
+ b4

(
T a,ij ψh,iαζ̄aÎΛj

αÎ
+ T aij ψ̄h,iαλaÎΠ̄j

αÎ

)

+ f4(ξ, α)(∂2λaÎ)ζ̄a
Î

]
, (387)

with fab1 (ξ, α), fab2 (ξ, α), f3 (ξ, α) , f4 (ξ, α) and fab(ξ, α) arbitrary functions of ξa and α.
Invoking again the limits (378) and (380), one is able to conclude that

fab1 (ξ, α) = δabd1 ,

fab2 (ξ, α) = δabd2 ,

f3(ξ, α) = d3 ,

f4(ξ, α) = d4 , (388)

where (d1, d2, d3, d4) are free parameters which has the possibility of being dependent of
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the gauge parameter α. Applying BΣ on ∆(−1), one has

BΣ∆(−1) =
∫
d4x

[
d1

(
δΣ
δAaµ

+ i∂µb
aAaµ

)
− d1(Ωa

µ + ∂µc̄
a) δΣ
δΩa

µ

+ d2

(
δΣ
δLa

La + δΣ
δca

ca
)

+ δΣ
δξa

fab(ξ)ξb −Kb δΣ
δKa

(
∂f bc

∂ξa
ξc + f ba(ξ)

)
+ d3

(
ψ̄iαΥ iα + Ῡ iαψiα

)

+ b1f
abc(Ah)cµ

(
UaI
µ ω̄

bI + V aI
µ ϕ̄bI +MaI

µ ϕ
bI −NaI

µ ω
bI

− ωaI∂µω̄
bI − ϕaI∂µϕ̄bI

)
− b1

(
UaI
µ ∂µω̄

aI

+ V aI
µ ∂µϕ̄

aI +MaI
µ ∂µϕ

aI −NaI
µ ∂µω

aI + (∂µϕ̄aI)∂µϕaI

− (∂µω̄aI)∂µωaI + λ̄aÎ∂2λa
Î

+ ζaÎ∂2ζ̄a
Î

)
+ b4

(
λ̄aÎ T a,ij ψh,iαΛj

αÎ

− T a,ij ΠjαÎψh,iα ζ̄a
Î
− ζaÎ T a,ij ψ̄h,iαΠ̄j

αÎ
+ T a,ij Λ̄jαÎψ̄h,iα λa

Î

)

+ χ
∂d1

∂α
(Ωa

µ + ∂µc̄
a)Aaµ + χ

∂d2

∂α
Laca

+ χKa∂f
ab

∂α
ξb + χζ̄a

Î

∂d4

∂α
(∂2λaÎ)

]
. (389)

Thus, substituting the expressions (385) and (389) in (345), the most general, invariant
and local counterterm will be given by

ΣCT = ∆ + a1

∫
d4x Jψ ψ̄

i
αψ

iα + BΣ∆(−1)

=
∫
d4x

 a0

4g2F
a
µνF

a
µν + a1 Jψ ψ̄

iαψiα + b1

(
Ĵ a
µA

h,a
µ − (∂µη̄a + Ξa

µ)Dab
µ (Ah)ηb

)

+
(
b2
J

2 + b′2
J2
ψ

2

)
Ah,aµ Ah,aµ + δΣ

δξa
fab(ξ)ξb

+ d1

(
δΣ
δAaµ

+ i∂µb
aAaµ − (Ωa

µ + ∂µc̄
a) δΣ
δΩa

µ

)
+ d2

(
δΣ
δLa

La + δΣ
δca

ca
)

− Kb δΣ
δKa

(
∂f bc

∂ξa
ξc + f ba(ξ)

)
+ d3

(
ψ̄iαΥ iα + Ῡ iαψiα

)
+ b1f

abcAh,cµ

(
UaI
µ ω̄

bI +

+ V aI
µ ϕ̄bI +MaI

µ ϕ
bI −NaI

µ ω
bI − ωaI∂µω̄bI − ϕaI∂µϕ̄bI

)

− b1

(
UaI
µ ∂µω̄

aI + V aI
µ ∂µϕ̄

aI +MaI
µ ∂µϕ

aI −NaI
µ ∂µω

aI

+ (∂µϕ̄aI)∂µϕaI − (∂µω̄aI)∂µωaI + λ̄aÎ∂2λa
Î

+ ζaÎ∂2ζ̄a
Î

)
+ b4

(
Θ̄iαψh,iα + Θiαψ̄h,iα

+ λ̄aÎ T a,ij ψh,iαΛj

αÎ
− T a,ji ΠiαÎψh,jα ζ̄a

Î
− ζaÎ T a,ij ψ̄h,iαΠ̄j

αÎ
+ T a,ji Λ̄iαÎψ̄h,jα λa

Î
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+ Φ̄iα T a,ij ηaψh,jα + Φiα T a,ij ηaψ̄h,jα

)
+ χ

∂d1

∂α
(Ωa

µ + ∂µc̄
a)Aaµ + χ

∂d2

∂α
Laca

+ χKa∂f
ab

∂α
ξb + χζ̄a

Î

∂d4

∂α
(∂2λaÎ)

 . (390)

Therefore, eq. (390) has been obtained and it is consistent in relation to the set of Ward
identities, in the sequence we have to verify the stability of the theory, i.e. if (390) can
be reabsorbed in the original full action, (305), via redefining the fields, parameters and
sources.

6.2 Parametric form of the counterterm

In order to study the stability of (390), it seens very appropriate to treat this case
by transforming the counterterm in the parametric form, see (87, 75, 83, 85). With this
purpose, we consider the counterterm (390) as

ΣCT =
11∑
n=1

ΣCT
n (391)

where

ΣCT
1 = a0

4g2

∫
d4x F a

µνF
a
µν ,

ΣCT
2 = a1

∫
d4x Jψ ψ̄

iαψiα ,

ΣCT
3 = d3

∫
d4x

(
ψ̄iαΥ iα + Ῡ iαψiα

)
,

ΣCT
4 = b1

∫
d4x J a

µA
h,a
µ ,

ΣCT
5 = b1

∫
d4x

(
τa∂µA

h,a
µ − (∂µη̄a + Ξa

µ)Dab
µ (Ah)ηb

)
,

ΣCT
6 =

∫
d4x

(
b2
J

2 + b′2
J2
ψ

2

)
Ah,aµ Ah,aµ ,

ΣCT
7 = d1

∫
d4x

(
− iba∂µAaµ

)
,

ΣCT
8 = d1

∫
d4x c̄a∂µ

δΣ
δΩa

µ

,
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ΣCT
9 =

∫
d4x

(
d1A

a
µ

δΣ
δAaµ
− d1Ωa

µ

δΣ
δΩa

µ

+ d2L
a δΣ
δLa

+ d2c
a δΣ
δca

+ fab(ξ)ξb δΣ
δξa

− Ka δΣ
δKa

∂f bc

∂ξa
ξc −Kb δΣ

δKa
f ba(ξ)

)
,

ΣCT
10 = b1

∫
d4x

(
ϕ̄aiMab(Ah)ϕbi − ω̄aiMab(Ah)ωbi + Uai

µ D
ab
µ (Ah)ω̄bi + V aiDab

µ (Ah)ϕ̄bi

+ Mai
µ D

ab
µ (Ah)ϕbi −Nai

µ D
ab
µ (Ah)ωbi − λ̄aÎ∂2λa

Î
− ζaÎ∂2ζ̄a

Î

)
,

ΣCT
11 = b4

∫
d4x

(
Θ̄iαψh,iα + Θiαψ̄h,iα + λ̄aÎ T a,ij ψh,iαΛj

αÎ
− T a,ji ΠiαÎψh,jα ζ̄a

Î

− ζaÎ T a,ij ψ̄h,iαΠ̄j

αÎ
+ T a,jiΛ̄iαÎψ̄h,jα λa

Î
+ Φ̄iαT a,ij ηaψh,jα + Φiα T a,ij ηaψ̄h,jα

)
.

(392)

It is easy to notice that is possible to write32

ΣCT
1 = −a0g

2 ∂Σ
∂g2 (393)

and

ΣCT
2 = a1 Jψ

δΣ
δJψ

. (394)

Looking the functional equation for the sources (Υ, Ῡ ), we have

δΣ
δΥ iα

= −iψ̄jα T a,ji ca ,

δΣ
δῩ iα

= −iT a,ij caψjα ,

which give us

ΣCT
3 = d3

(
δΣ
δΥ iα

Υ iα + Ῡ iα
δΣ
δῩ iα
− δΣ
δψiα

ψiα − ψ̄iα
δΣ
δψ̄iα

)
. (395)

32 Modulo vacuum terms that we are neglecting.
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Additionally, it is able to be done

δΣ
δJ a

µ

= Ah,aµ ,

δΣ
δτa

= ∂µA
h,a
µ ,

δΣ
δη̄a

= ∂µD
ab
µ (Ah)ηb ,

δΣ
δηa

=
(
−Dab

µ (Ah)∂µη̄b − Ȳ abIϕbI + X̄abIωbI +XI ω̄aI − Y Iϕ̄bI −Dab
µ (Ah)Ξb

µ

− Z Î λ̄a
Î

+W Î ζ̄a
Î
− Z̄abÎλb

Î
+ W̄ abÎζb

Î
+ 2Γabηb

)
,

δΣ
δXI

= ηaω̄aI ,
δΣ
δY I

= ηaϕ̄aI ,
δΣ
δX̄abI

= ηaωbI ,
δΣ
δȲ abI

= ηaϕbI ,

δΣ
δZÎ

= −ηaλ̄a
Î
,

δΣ
δWÎ

= −ηaζ̄a
Î
,

δΣ
δZ̄ab

Î

= −ηaλb
Î
,

δΣ
δW̄ ab

Î

= −ηaζb
Î
,

δΣ
δΓab = ηaηb ,

δΣ
δJ

= Ah,aµ Ah,aµ , (396)

with the set (396), we can write the following expressions

ΣCT
4 = b1

∫
d4x J a

µ

δΣ
δJ a

µ

,

ΣCT
5 = b1

∫
d4x

[
τa
δΣ
δτa

+ 1
2

(
η̄a
δΣ
δη̄a

+ ηa
δΣ
δηa

+ Ξa
µ

δΣ
δΞa

µ

−XI δΣ
δXI

− Y I δΣ
δY I

− X̄abI δΣ
δX̄abI

− Ȳ abI δΣ
δȲ abI

− Z Î δΣ
δZÎ
−W Î δΣ

δWÎ

− Z̄abÎ δΣ
δZ̄ab

Î

− W̄ abÎ δΣ
δW̄ ab

Î

− Γab δΣ
δΓab

)]
,

ΣCT
6 =

∫
d4x

1
2 (b2J + b′2J

2
ψ)δΣ
δJ

. (397)

Regarding the term ΣCT
7 , the parametric form is obtained by considering the following

equations

δΣ
δba

= i∂µA
a
µ + αba ,

∂Σ
∂α

= 1
2

∫
d4x baba . (398)

Thus,

ΣCT
7 = −d1

∫
d4x ba

δΣ
δba

+ 2d1α
∂Σ
∂α

. (399)
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Currently, to establish the parametric form of the term ΣCT
8 one needs

δΣ
δc̄a

= −∂µ
δΣ
δΩa

µ

, (400)

which allows

ΣCT
8 = −d1

∫
d4x c̄a

δΣ
δc̄a

. (401)

To find the expression of ΣCT
10 in parametric form, we need to employ the following set of

relations∫
d4x ϕ̄aI

δΣ
δϕ̄aI

=
∫
d4x

[
ϕ̄aI∂2ϕaI − fabcAh,cµ ϕaI∂µϕ̄

bI − V aI
µ ∂µϕ̄

aI

+ fabcAh,cµ V aI
µ ϕ̄bI − Jϕ ϕ̄aIϕaI + Y Iηaϕ̄aI

]
,

∫
d4x ω̄aI

δΣ
δω̄aI

=
∫
d4x

[
− ω̄aI∂2ωaI + fabcω̄aI∂µ(Ah,cµ ωbI)− ω̄aI∂µUaI

µ

− f bacω̄aIU bI
µ A

h,c
µ + Jϕ ω̄

aIωaI +Kϕ ω̄
aIϕaI +XIηaω̄aI

]
,

∫
d4x ϕaI

δΣ
δϕaI

=
∫
d4x

[
ϕaI∂2ϕ̄aI + fabcϕbI(∂µϕ̄aI)Ah,cµ + ϕaI∂µM

aI
µ

+ fabcϕbIMaI
µ A

h,c
µ − Jϕ ϕ̄aIϕaI +Kϕ ω̄

aIϕaI + Ȳ abIηaϕbI
]
,

∫
d4x ωaI

δΣ
δωaI

=
∫
d4x

[
ωaI∂2ω̄aI + fabcωbI(∂µω̄aI)Ah,cµ + ωaI∂µN

aI
µ

+ fabcωbINaI
µ A

h,c
µ − Jϕ ωaI ω̄aI + X̄abIηaωbI

]
,∫

d4x MaI
µ

δΣ
δMaI

µ

= −
∫
d4xMaI

µ D
ab
µ (Ah)ϕbI ,

∫
d4x V aI

µ

δΣ
δV aI

µ

= −
∫
d4xV aI

µ Dab
µ (Ah)ϕ̄bI ,

∫
d4x NaI

µ

δΣ
δNaI

µ

=
∫
d4xNaI

µ D
ab
µ (Ah)ωbI ,

∫
d4x UaI

µ

δΣ
δUaI

µ

= −
∫
d4xUaI

µ D
ab
µ (Ah)ω̄bI ,
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∫
d4x λ̄aÎ

δΣ
δλ̄a

Î

=
∫
d4x

[
− λ̄aÎ∂µDab

µ (Ah)λb
Î

+ λ̄aÎΛiα
Î
T a,ij ψh,jα − Jλ λ̄aÎλaÎ

+ Kλ λ̄
aÎζa

Î
+ λ̄aÎZÎ η

a

]
,

∫
d4x λaÎ

δΣ
δλa

Î

=
∫
d4x

[
λaÎDba

µ (Ah)∂µλ̄bÎ − λ
aÎΛ̄j

αÎ
ψ̄h,iα T a,ij − Jλ λaÎ λ̄aÎ

+ λaÎZ̄ba
Î
ηb
]
,

∫
d4x ζ̄aÎ

δΣ
δζ̄a
Î

=
∫
d4x

[
− ζ̄aÎ∂µDab

µ (Ah)ζb
Î

+ ζ̄aÎΠiα
Î
T a,ij ψh,jα + Jλζ̄

aÎζa
Î

− ζ̄aÎWÎ η
a

]
,

∫
d4x ζaÎ

δΣ
δζa
Î

=
∫
d4x

[
− ζ̄aÎ∂µDab

µ (Ah)ζb
Î
− Π̄jαÎψ̄h,iα T a,ij ζa

Î
+ Jλ ζ̄

aÎζa
Î

− W̄ abÎηaζb
Î

]
(402)

and

δΣ
δJϕ

= ω̄aIωaI − ϕ̄aIϕaI , δΣ
δKϕ

= ω̄aIϕaI ,
δΣ
δJλ

= λ̄aÎλa
Î

+ ζ̄aÎζa
Î
,

δΣ
δKλ

= λ̄aÎζa
Î
. (403)

Therefore, we have

ΣCT
10 = −b1

2

∫
d4x

ϕ̄aI δΣ
δϕ̄aI

+ ϕaI
δΣ
δϕaI

+ ω̄aI
δΣ
δω̄aI

+ ωaI
δΣ
δωaI

+MaI
µ

δΣ
δMaI

µ

+ V aI
µ

δΣ
δV ai

µ

+NaI
µ

δΣ
δNaI

µ

+ UaI δΣ
δUaI

µ

+ 2Jϕ
δΣ
δJϕ

+ 2Kϕ
δΣ
δKϕ

+ 2Jλ
δΣ
δJλ

+ 2Kλ
δΣ
δKλ

+ λ̄aÎ
δΣ
δλ̄a

Î

+ λaÎ
δΣ
δλa

Î

− ζ̄aÎ δΣ
δζ̄a
Î

− ζaÎ δΣ
δζa
Î

−XI δΣ
δXI

− Y I δΣ
δY I
− X̄abI δΣ

δX̄abI

− Ȳ abI δΣ
δȲ abI

− Z Î δΣ
δZÎ
−W Î δΣ

δWÎ

− Z̄abÎ δΣ
δZ̄ab

Î

− W̄ abÎ δΣ
δW̄ ab

Î

− ΠiαÎ δΣ
δΠi

αÎ

− Π̄iαÎ δΣ
δΠ̄i

αÎ

− Λ̄iαÎ δΣ
δΛ̄i

αÎ

− ΛiαÎ δΣ
δΛi

αÎ

 . (404)
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In order to obtain the counterterm ΣCT
11 in the parametric form, one should employ the

equations∫
d4x Π̄iαÎ δΣ

δΠ̄i
αÎ

=
∫
d4x Π̄iαÎψ̄h,jα T a,ji ζa

Î
,

∫
d4x ΠiαÎ δΣ

δΠi
αÎ

=
∫
d4xΠiαÎ ζ̄a

Î
T a,ij ψh,jα ,

∫
d4x Λ̄iαÎ δΣ

δΛ̄i
αÎ

=
∫
d4x Λ̄iαÎψ̄h,jα T a,ji λa

Î
,

∫
d4x ΛiαÎ δΣ

δΛi
αÎ

=
∫
d4xΛiαÎ λ̄a

Î
T a,ij ψh,jα , (405)

Thus, ΣCT
11 is written as

ΣCT
11 = b4

∫
d4x

Θiα δΣ
δΘiα

+ Θ̄iα δΣ
δΘ̄iα

− 1
2

(
λaÎ

δΣ
δλaÎ

− λ̄aÎ δΣ
δλ̄aÎ

+ ζaÎ
δΣ
δζaÎ

− ζ̄aÎ δΣ
δζ̄aÎ

+ ΠiαÎ δΣ
δΠi

αÎ

− Π̄iαÎ δΣ
δΠ̄i

αÎ

+ Λ̄iαÎ δΣ
δΛ̄i

αÎ

− ΛiαÎ δΣ
δΛi

αÎ

+ Z Î δΣ
δZÎ
− Z̄abÎ δΣ

δZ̄ab
Î

+ W Î δΣ
δWÎ

− W̄ abÎ δΣ
δW̄ ab

Î

)
+ Φiα δΣ

δΦi
α

+ Φ̄iα δΣ
δΦ̄i

α

 . (406)

Finally, the most general counterterm ΣCT in the parametric form is

ΣCT = −a0g
2 ∂Σ
∂g2 + a1

∫
d4x Jψ

δΣ
δJψ

+ b1

∫
d4x

[
J a
µ

δΣ
δJ a

µ

+ τa
δΣ
δτa

+ 1
2

(
η̄a
δΣ
δη̄a

+ ηa
δΣ
δηa

+ Ξa
µ

δΣ
δΞa

µ

− Γab δΣ
δΓab

)]
+ d3

(
δΣ
δΥαi

Υα
i + Ῡ iα

δΣ
δῩ iα
− δΣ
δψαi

ψα
i − ψ̄iα

δΣ
δψ̄iα

)

+
∫
d4x

1
2

(
b2J + b′2J

2
ψ

)
δΣ
δJ
− d1

∫
d4x ba

δΣ
δba

+ 2d1α
∂Σ
∂α

− d1

∫
d4x c̄a

δΣ
δc̄a

+
∫
d4x

[
d1A

a
µ

δΣ
δAaµ
− d1Ωa

µ

δΣ
δΩa

µ

+ d2L
a δΣ
δLa

+ d2c
a δΣ
δca

+ fab(ξ)ξb δΣ
δξa
−Ka δΣ

δKa

(
∂f bc

∂ξa
ξc + f ba(ξ)

)]
− b1

2

∫
d4x

[
ϕ̄aI

δΣ
δϕ̄aI

+ ϕaI
δΣ
δϕaI

+ ω̄aI
δΣ
δω̄aI

+ ωaI
δΣ
δωaI

+MaI
µ

δΣ
δMaI

µ

+ V aI
µ

δΣ
δV aI

µ

+NaI
µ

δΣ
δNaI

µ

+ UaI
µ

δΣ
δUaI

µ

+ 2Jϕ
δΣ
δJϕ

+ 2Kϕ
δΣ
δKϕ

+ 2Jλ
δΣ
δJλ

+ 2Kλ
δΣ
δKλ

]
+
∫
d4x

[(
b4 − b1

2

)
λ̄aÎ

δΣ
δλ̄a

Î



128

−
(
b1 + b4

2

)
λaÎ

δΣ
δλa

Î

+ b4

2

(
Z̄abÎ δΣ

δZ̄ab
Î

+ W̄ abÎ δΣ
δW̄ ab

Î

)

+
(
b1 + b4

2

)(
ζ̄aÎ

δΣ
δζ̄a
Î

+ Π̄iαÎ δΣ
δΠ̄i

αÎ

+ ΛiαÎ δΣ
δΛi

αÎ

+ Λ̄iαÎ δΣ
δΛ̄i

αÎ

)

+
(
b1 − b4

2

)(
ζaÎ

δΣ
δζa
Î

+ ΠiαÎ δΣ
δΠi

αÎ

)
− b4

2

(
Z Î δΣ
δZÎ

+W Î δΣ
δWÎ

)]

+ b4

∫
d4x

[
Θiα δΣ

δΘi
α

+ Θ̄iα δΣ
δΘ̄i

α

+ Φiα δΣ
δΦi

α

+ Φ̄iα δΣ
δΦ̄i

α

]
, (407)

which is possible to rewrite as

ΣCT = RΣ , (408)

where R is the operator

R = −a0g
2 ∂

∂g2 + a1

∫
d4x Jψ

δ

δJψ
+ b1

∫
d4x

[
J a
µ

δ

δJ a
µ

+ τa
δ

δτa
+ 1

2

(
η̄a

δ

δη̄a
+ ηa

δ

δηa

+ Ξa
µ

δ

δΞa
µ

− Γab δ

δΓab

)]
+ d3

(
δ

δΥ iα
Υ iα + Ῡ iα

δ

δῩ iα
− δ

δψiα
ψiα − ψ̄iα

δ

δψ̄iα

)

+
∫
d4x

1
2

(
b2J + b′2J

2
ψ

)
δ

δJ
− d1

∫
d4x ba

δ

δba
+ 2d1α

∂

∂α

− d1

∫
d4x c̄a

δ

δc̄a
+
∫
d4x

[
d1A

a
µ

δ

δAaµ
− d1Ωa

µ

δ

δΩa
µ

+ d2L
a δ

δLa
+ d2c

a δ

δca

+ fab(ξ)ξb δ
δξa
−Ka δ

δKa

(
∂f bc

∂ξa
ξc + f ba(ξ)

)]
− b1

2

∫
d4x

[
ϕ̄aI

δ

δϕ̄aI
+ ϕaI

δ

δϕaI

+ ω̄aI
δ

δω̄aI
+ ωaI

δ

δωaI
+MaI

µ

δ

δMaI
µ

+ V aI
µ

δ

δV aI
µ

+NaI
µ

δ

δNaI
µ

+ UaI
µ

δ

δUaI
µ

+ 2Jϕ
δ

δJϕ
+ 2Kϕ

δ

δKϕ

+ 2Jλ
δ

δJλ
+ 2Kλ

δ

δKλ

]
+
∫
d4x

[(
b4 − b1

2

)
λ̄aÎ

δ

δλ̄a
Î

−
(
b1 + b4

2

)
λaÎ

δ

δλa
Î

+ b4

2

(
Z̄abÎ δ

δZ̄ab
Î

+ W̄ abÎ δ

δW̄ ab
Î

)

+
(
b1 + b4

2

)(
ζ̄aÎ

δ

δζ̄a
Î

+ Π̄iαÎ δ

δΠ̄i
αÎ

+ ΛiαÎ δ

δΛi
αÎ

+ Λ̄iαÎ δ

δΛ̄i
αÎ

)

+
(
b1 − b4

2

)(
ζaÎ

δ

δζa
Î

+ ΠiαÎ δ

δΠi
αÎ

)
− b4

2

(
Z Î δ

δZÎ
+W Î δ

δWÎ

)]

+ b4

∫
d4x

[
Θiα δ

δΘi
α

+ Θ̄iα δ

δΘ̄i
α

+ Φiα δ

δΦi
α

+ Φ̄iα δ

δΦ̄i
α

]
, (409)

The parametric form of the counterterm (408) is very practical to study the stability of
the full action action Σ, a subject which will be set about in the next subsection.
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6.3 Stability of the action and the renormalization factors

In order to complete the algebraic renormalization analysis of the model, we have
to show that the counterterm (407) can be reabsorbed into the starting action (305)
through a redefinition of fields, sources and parameters. These redefinitions are made in a
simplest way using the parametric form (407). If it is possible to reabsorb this counterterm
in the starting action, subsequently, for the first order in the parameter expansion ε, the
following definition can be written (76),

Σ[Φ0] = Σ[Φ] + εΣCT[Φ] +O(ε) , (410)

where Φ represents all fields, sources and parameters of the theory and the “0” subscribed
represents the bare (nonrenormalized) quantities. From (408), we have

Σ[Φ0] = Σ[Φ] + εRΣ[Φ] +O(ε) , (411)

and due to the form of R, one can observes

Φ0 = (1 + εR)Φ . (412)

Thereby, the fields, sources and parameters are redefined as

A0 = Z
1/2
A A , b0 = Z

1/2
b b , c0 = Z1/2

c c , c̄0 = Z
1/2
c̄ c̄ ,

ξa0 = Zab
ξ (ξ)ξb , τ0 = Z1/2

τ τ , η0 = Z1/2
η η , η̄0 = Z

1/2
η̄ η̄ ,

ψ̄0 = Z
1/2
ψ̄
ψ̄ , ψ0 = Z

1/2
ψ ψ , Θ̄0 = ZΘ̄Θ̄ , Θ0 = ZΘΘ ,

ϕ̄0 = Z
1/2
ϕ̄ ϕ̄ , ϕ0 = Z1/2

ϕ ϕ , ω̄0 = Z
1/2
ω̄ ω̄ , ω0 = Z1/2

ω ω ,

Ω0 = ZΩΩ , L0 = ZLL , Ka
0 = Zab

K (ξ)Kb , J0 = ZJJ ,

Jϕ,0 = ZJϕJϕ , Kϕ,0 = ZKϕKϕ , g0 = Zgg , Jψ,0 = ZJψJψ ,

α0 = Zαα , M0 = ZMM , V0 = ZV V ,

N0 = ZNN , U0 = ZUU , Ξ0 = ZΞ Ξ , X0 = ZXX ,

Y0 = ZY Y , X̄0 = ZX̄X̄ , Ȳ0 = ZȲ Ȳ , Γ0 = ZΓΓ ,

λ̄0 = Z
1/2
λ̄
λ̄ , λ0 = Z

1/2
λ λ , ζ̄0 = Z

1/2
ζ̄
ζ̄ , ζ0 = Z

1/2
ζ ζ ,

Jλ,0 = ZJλJλ , Kλ,0 = ZKλKλ ,

Π0 = ZΠΠ , Π̄0 = ZΠ̄Π̄ , Λ̄0 = ZΛ̄Λ̄ , Λ0 = ZΛΛ .,

Z0 = ZZZ , Z̄0 = ZZ̄Z̄ , W̄0 = ZW̄ W̄ , W0 = ZWW ,

Φ0 = ZΦΦ , Φ̄0 = ZΦ̄Φ̄ , Ῡ0 = ZῩ Ῡ , Υ0 = ZΥΥ , (413)
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and

J0 = J + ε

2(b2 J + b′2 J
2
ψ) , (414)

with

Z
1/2
A = 1 + εd1 , Z1/2

c = 1 + εd2 , Zg = 1− εa0

2 , Z1/2
τ = 1 + εb1 ,

Z
1/2
Θ̄ = Z

1/2
Θ = ZΦ = ZΦ̄ = 1 + εb4 ,

ZΥ = ZῩ = Z
− 1

2
ψ = Z

− 1
2

ψ̄
= 1 + εd3 , ZJψ = 1 + εa1 ,

Zab
ξ (ξ) = δab + εfab(ξ) ,

Zab
K (ξ) = δab − ε

(
f ba(ξ) + ∂f bc

∂ξa
ξc
)
. (415)

For the other fields, sources and parameters, the following relations hold

Z
1/2
A = Z−1

Ω = Z
−1/2
c̄ = Z

−1/2
b = Z1/2

α ,

Z1/2
τ = Zη̄ = Zη = Z2

Ξ = Z2
Γ = ZJ ,

Z1/2
c = ZL , ZX = ZY = ZX̄ = ZȲ = 1 . (416)

Looking at this moment for the renormalization factors of fields and sources introduced
to implement the Gribov horizon related to the gauge-invariant field sector, we have

Z−1/4
τ = Z

1/2
ϕ̄ = Z1/2

ϕ = Z
1/2
ω̄ = Z1/2

ω = ZM = ZV = ZN = ZU

= Z
1/2
Jϕ = Z

1/2
Kϕ = Z

1/2
J̃λ

= Z
1/2
Kλ

, (417)

while the renormalization factors of fields and sources associated to the horizon-like func-
tion of the fermionic gauge-invariant composite fields are given by

Z
1/2
λ = 1− ε

(
b1 + b4

2

)
,

Z
1/2
λ̄

= 1 + ε

(
b4 − b1

2

)
,

Zζ̄ = ZΠ̄ = ZΛ̄ = ZΛ = 1 + ε

(
b1 + b4

2

)
,

Zζ = ZΠ = 1 + ε

(
b1 − b4

2

)
,

ZZ = ZW = 1− ε b4

2 ,

ZZ̄ = ZW̄ = 1 + ε
b4

2 . (418)
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To end up, we also have

ZJZ
1/2
ϕ Z

1/2
ϕ̄ = 1 , ZJZ

1/2
ω Z

1/2
ω̄ = 1 . (419)

After doing a proper redefinition of fields, sources and parameters as reported in (415),
(416), (417) and (418) the most general, local and invariant counterterm consistent with
the Ward identities can be reabsorbed in the classical action (305). Therefore, by using
the algebraic renormalization procedure (76) the theory is renormalizable at all orders in a
loop expansion. Since the Stückelberg field has null dimension, the renormalization factors
(Zab

ξ (ξ), Zab
K (ξ)) are nonlinear in ξa, which is a well-known behavior of dimensionless fields,

for this we refer to (87, 75, 83, 85). It is important to point out that the renormalization
factors related to the Gribov parameters γ2 and σ3 are not independent quantities of
the model, i.e. they are expressed in terms of other renormalization factors. Finally,
equations (419) tells us that the vertices (A,ϕ, ϕ̄) and (A, ω, ω̄) are nonrenormalizable as
already observed in (63, 74).
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CONCLUSIONS AND PERSPECTIVES

In the first part of this thesis, we have proposed by using the Serreau-Tissier gauge-
fixing framework a good explanation for the origin of the gluon mass in the particular
CF action in Landau gauge. This issue has been finally well-explained by the analogy
between NLσ and Yang-Mills theories through the phenomenon of symmetry restoration,
which cames originally from the NLσ model. This was possible since the Serreau-Tissier
action has been written in an elegant supersymmetric manner, i.e., in terms of a SU(2)
superfield V or analogously, by a unit norm vector nA. Therefore, we have added a term
which breaks explicitly the supersymmetry, all in all with this breaking event, a mass for
the ghost condensate has been generated and a constraint term directly related with the
NLσ model has been added. Moreover, the actions Sgf and S̃gf have been responsible
to give an equally contribution for the mass squared of the gluons which is equal to the
parameter β0. The contribution of S̃gf to the square mass of the gluon was described in
Eq. (158) by the third term with (nA)2 = 1. As the action S̃gf came into view (p − 1)
times because of the replica trick in the action Eq (155), the total gluon square mass
has been determined as β0 + (p − 1)β0, which in previous works tended to zero in the
limit of vanishing number of replicas. Thus, in this thesis we have employed another
viewpoint. We have used the tree-level equation of motion for the n which has admitted
as a solution n = 0 if ς 6= 0 and this matches with the symmetry restoration phenomenon.
Thus, the third term in Eq. (158) have not contributed to the tree-level square mass of
the gluons representing in this case a 4-point vertex. Taking into account this argument,
the total gluon square mass has been obtained as β0. This observation turned out to
be fundamental to us in order to understand the possibility of the average value of the
field n vanishes or not. In order to accomplish a better comprehension, we have studied
the symmetry restoration phenomenon following the strategy developed by n (147, 146)
which has consisted in studying the equation of motion for the ς field. After that, we
have obtained the behavior of ς̂ as a function of the ghost condensate mass %0. Finally,
we have concluded that the sign of the renormalizable gluon mass parameter βr has offered
different types of solutions.

In the second part, we have studied the algebraic renormalization procedure for
a model which has the inverse of the Faddeev-Popov operator also coupled with the
fermionic gauge-invariant local composite fields. The linear covariant gauges has been used
as a gauge-fixing and this class of gauges has been chosen, thankfully, to the introduction
of the bosonic gauge-invariant field. Thus, the Faddeev-Popov action has been extended
using the Gribov-Zwanziger framework with the inclusion of two horizon functions, one
coupled to the Ah and another one with the fields (ψ̄h, ψh). The expression (248) was
nonlocal and could be localized following two steps, the first step was adding a set of
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local fields to localize this horizon-like function and the second one, we have introduced
the auxiliary dimensionless Stückelberg field, which has permitted the localization of
(ψ̄h, ψh) themselves. The method has been used here was the same as done in (73).
Thereby, the resulting action has obeyed a large quantity of Ward identities, which gave
us the possibility of proving that this model is renormalizable to all orders in perturbation
theory. Moreover, the idea of the Faddeev-Popov operator being coupled with the bosonic
and fermionic gauge-invariant fields in a universal way has allowed us to reproduce in a
very good agreement the results from lattice simulations about the gluon and quark
propagators. This nontrivial result is an important argument in favor of the inverse
Faddeev-Popov to play a pivotal role in the study of confining Yang-Mills theories.

One possible subject to investigate in the future is the study of the analytical
structure of the correlation functions in both Serreau-Tissier and refined Gribov-Zwanziger
frameworks. Moreover the same analysis can be realized in a simple phenomenological
model, e.g., the CF in Landau gauge, now having not only the massive gauge field term but
also the massive ghost ones discovered in this manuscript in the Serreau-Tissier approach.
Furthermore, in the bosonic and fermionic gauge-invariant composite fields formalism we
can also extend the CF model for the linear covariant gauges and develop the same idea for
this case. To do so, one has to make computations at 1-loop for the propagators of gauge
field (gluon), ghost and fermions (quarks) to each model presented here and compare
those results with lattice simulations. After that, one can study, e.g., the consequences
of massive ghost in CF model in the positivity violation and the spectral density of the
gluon.

Furthermore, using the idea of making computations of correlation functions in
YM models without considering Gribov ambiguities (to make life more easily), we can
study the structure of the quark-gluon vertex in 1-loop and see how the gauge para-
meter present in linear covariant gauges or the massive ghost term in Landau gauge
can influence such vertex construction. Therefore, one can analyse the structure of the
Slavnov-Taylor identity, which relates the longitudinal form factors and the quark-ghost
kernel. Thus, the analytical structure of the form factors of quark-ghost kernel can be
acquired and compared with results recently obtained numerically from the inverse of the
Dyson-Schwinger equations, which enjoy as known quantities the quark and gluon propa-
gators achieved from lattice simulations. Thereby, it is expected some novel effects in the
infrared sector. This study can be realized through the traditional integral representations
of Källén-Lehman (KL) and Nakanishi (NIR). After that, another subject to investigate
is to achieve transverse components of the quark-gluon vertex in those formulations at
1-loop.

Then, turning back our attention to the first principles models (which take into ac-
count the Gribov copies), e.g., with all the propagators of the fundamental fields acquired
in the RGZ and Serreau-Tissier frameworks we desire to construct a novel approach for
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the nonperturbative structure of quark-gluon vertex in Landau gauge. In particular, it is
going to be possible to obtain the form factors through the Slavnov-Taylor identity and
all the steps presented before will be done for both cases in a, obviously, more complicated
way.

Finally, having all the ingredients achieved previously, our dream will be defining
the Bethe-Salpeter equation (BSE) for the pion. As a first case, we intend to solve the
BSE in Euclidean space taking into account only longitudinal components of the quark-
gluon vertex. Thereby, using the analytical forms for the vertex and propagators obtained
previously, we intend to access the Bethe-Salpeter amplitude in Minkowski space via NIR
to achieve the quark momenta distribution.
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APPENDIX A – Properties of the functional H[A,U ].

In this Appendix we review some useful properties of the functional, H[A,U ]

H[A,U ] ≡ Tr
∫
d4xAUµA

U
µ = Tr

∫
d4x

(
U †AµU + i

g
U †∂µU

)(
U †AµU + i

g
U †∂µU

)
.

(420)

For a given gauge field configuration Aµ, H[A,U ] is a functional characterized along the
gauge orbit of Aµ. Let us define A the space of connections Aaµ with finite Hilbert norm
||A||, i.e.

||A||2 = Tr
∫
d4xAµAµ =1

2

∫
d4xAaµA

a
µ < +∞ , (421)

and U being the space of local gauge transformations U in a way that the Hilbert norm
||U †∂U || is also finite, namely

||U †∂U ||2 = Tr
∫
d4x

(
U †∂µU

) (
U †∂µU

)
< +∞ . (422)

Let us present the following proposition (100, 66, 106, 107)

• Proposition
The functional H[A,U ] reach’s its absolute minimum on the gauge orbit of Aµ.

This proposition establishes that there exists a h ∈ U in a way that

δH[A, h] = 0 , (423)

δ2H[A, h] ≥ 0 , (424)

H[A, h] ≤ H[A,U ] , ∀U ∈ U . (425)

The operator A2
min is described by

A2
min = min

{U}
Tr
∫
d4xAUµA

U
µ = H[A, h] . (426)

Observing the two conditions (423) and (424), one can compute δH[A, h] and δ2H[A, h]
we set33

v = heigω = heigω
aTa , (427)

33 The case of the gauge group SU(N) is considered here.
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[
T a, T b

]
= ifabc T c , Tr

(
T aT b

)
= 1

2δ
ab , (428)

with ω being an infinitesimal Hermitian matrix and we can evaluate the linear and qua-
dratic terms of the expansion of the functional fA[v] in power series of ω. Let us first
achieve an expression for Avµ

Avµ = v†Aµv + i

g
v†∂µv

= e−igωh†Aµhe
igω + i

g
e−igω

(
h†∂µh

)
eigω + i

g
e−igω∂µe

igω

= e−igωAhµe
igω + i

g
e−igω∂µe

igω . (429)

Expanding up to the order ω2, one has

Avµ =
(

1− igω − g2ω
2

2

)
Ahµ

(
1 + igω − g2ω

2

2

)
+ i

g

(
1− igω − g2ω

2

2

)
∂µ

(
1 + igω − g2ω

2

2

)

=
(

1− igω − g2ω
2

2

)(
Ahµ + igAhµω − g2Ahµ

ω2

2

)
+

+ i

g

(
1− igω − g2ω

2

2

)(
ig∂µω −

g2

2 (∂µω)ω − g2

2 ω (∂µω)
)

= Ahµ + igAhµω −
g2

2 A
h
µω

2 − igωAhµ + g2ωAhµω −
g2

2 ω
2Ahµ

+ i

g

(
ig∂µω −

g2

2 (∂µω)ω − g2

2 ω∂µω + g2ω∂µω

)
+O(ω3) , (430)

from this expression, we establish

Avµ = Ahµ + ig[Ahµ, ω] + g2

2 [[ω,Ahµ], ω]− ∂µω + i
g

2[ω, ∂µω] +O(ω3) , (431)
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We now evaluate

H[A, v] = Tr
∫
d4xAUµA

U
µ

= Tr
∫
d4x

[(
Ahµ + ig[Ahµ, ω] + g2

2 [[ω,Ahµ], ω]− ∂µω + i
g

2[ω, ∂µω] +O(ω3)
)
×(

Ahµ + ig[Ahµ, ω] + g2

2 [[ω,Ahµ], ω]− ∂µω + i
g

2[ω, ∂µω] +O(ω3)
)]

= Tr
∫
d4x

{
AhµA

h
µ + igAhµ[Ahµ, ω] + g2AhµωA

h
µω −

g2

2 A
h
µA

h
µω

2 − g2

2 A
h
µω

2Ahµ − Ahµ∂µω

+ i
g

2A
h
µ[ω, ∂µω] + ig[Ahµ, ω]Ahµ − g2[Ahµ, ω][Ahµ, ω]− ig[Ahµ, ω]∂µω + g2ωAhµωA

h
µ

− g2

2 A
h
µω

2Ahµ −
g2

2 ω
2AhµA

h
µ − ∂µωAhµ − ig∂µω[Ahµ, ω] + ∂µω∂µω + i

g

2[ω, ∂µω]Ahµ
}

+ O(ω3)

= H[A, h]− Tr
∫
d4x

{
Ahµ, ∂µω

}
+ Tr

∫
d4x

(
g2AhµωA

h
µω −

g2

2 A
h
µA

h
µω

2 − g2

2 A
h
µω

2Ahµ

− g2[Ahµ, ω][Ahµ, ω] + g2ωAhµωA
h
µ −

g2

2 A
h
µω

2Ahµ −
g2

2 ω
2AhµA

h
µ

)
+ Tr

∫
d4x (∂µω∂µω

+ i
g

2[ω, ∂µω]Ahµ − ig∂µω[Ahµ, ω]− ig[Ahµ, ω]∂µω + i
g

2A
h
µ[ω, ∂µω]

)
+O(ω3)

= H[A, h] + 2
∫
d4x tr

(
ω∂µA

h
µ

)
+
∫
d4x tr

{
2g2ωAhµωA

h
µ − 2g2AhµA

h
µω

2

− g2
(
Ahµω − ωAhµ

) (
Ahµω − ωAhµ

)}
+
∫
d4x tr

(
∂µω∂µω + i

g

2ω∂µωA
h
µ − i

g

2∂µωωA
h
µ

− ig∂µωA
h
µω + ig∂µωωA

h
µ − igAhµω∂µω + igωAhµ∂µω + i

g

2A
h
µω∂µω − i

g

2A
h
µ∂µωω

)
+ O(ω3)

= H[A, h] + 2Tr
∫
d4x

(
ω∂µA

h
µ

)
+ Tr

∫
d4x

(
∂µω∂µω + igω∂µωA

h
µ − ig∂µωωAhµ

− 2ig∂µωAhµω + 2ig∂µωωAhµ
)

+O(ω3) . (432)

Thus

H[A, v] = H[A, h] + 2Tr
∫
d4x

(
ω∂µA

h
µ

)
+ Tr

∫
d4x

(
∂µω∂µω + igω∂µωA

h
µ − ig∂µωωAhµ

− ig (∂µω)Ahµω + ig (∂µω)ωAhµ
)

+O(ω3)

= H[A, h] + 2Tr
∫
d4x

(
ω∂µA

h
µ

)
+ Tr

∫
d4x

{
∂µω

(
∂µω − ig

[
Ahµ, ω

])}
+O(ω3) .

(433)

Finally

H[A, v] = H[A, h] + 2Tr
∫
d4x

(
ω∂µA

h
µ

)
− Tr

∫
d4xω∂µDµ(Ah)ω +O(ω3) , (434)
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so that

δH[A, h] = 0 ⇒ ∂µA
h
µ = 0 ,

δ2H[A, h] > 0 ⇒ −∂µDµ(Ah) > 0 . (435)

Thereby, it is possible to assert that the set of field configurations which satisfies the
conditions (435), i.e. defining relative minima of the functional fA[U ], belong to the
well-known Gribov region Ω, which is defined as

Ω = {Aµ| ∂µAµ = 0 and − ∂µDµ(A) > 0} . (436)

Let us prove that the transversality condition, ∂µAhµ = 0, can be solved for h = h(A) as
a power series in Aµ. We outset from

Ahµ = h†Aµh+ i

g
h†∂µh , (437)

with

h = eigφ = eigφ
aTa . (438)

Let us expand h in powers of φ

h = 1 + igφ− g2

2 φ
2 +O(φ3) . (439)

From equation (437), one has

Ahµ = Aµ + ig[Aµ, φ] + g2φAµφ−
g2

2 Aµφ
2 − g2

2 φ
2Aµ − ∂µφ+ i

g

2[φ, ∂µ] +O(φ3) . (440)

Therefore, condition ∂µAhµ = 0 is rewritten as

∂2φ = ∂µA+ ig[∂µAµ, φ] + ig[Aµ, ∂µφ] + g2∂µφAµφ+ g2φ∂µAµφ+ g2φAµ∂µφ

− g2

2 ∂µAµφ
2 − g2

2 Aµ∂µφφ−
g2

2 Aµφ∂µφ−
g2

2 ∂µφφAµ −
g2

2 φ∂µφAµ −
g2

2 φ
2∂µAµ

+ i
g

2[φ, ∂2φ] +O(φ3) . (441)

This equation is determined iteratively for φ as a power series in Aµ, i.e.

φ = 1
∂2∂µAµ + i

g

∂2

[
∂A,

∂A

∂2

]
+ i

g

∂2

[
Aµ, ∂µ

∂A

∂2

]
+ i

2
g

∂2

[
∂A

∂2 , ∂A

]
+O(A3) , (442)
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in order that

Ahµ = Aµ −
1
∂2∂µ∂A− ig

∂µ
∂2

[
Aν , ∂ν

∂A

∂2

]
− ig2

∂µ
∂2

[
∂A,

1
∂2∂A

]

+ ig
[
Aµ,

1
∂2∂A

]
+ i

g

2

[
1
∂2∂A,

∂µ
∂2∂A

]
+O(A3) . (443)

Expression (443) can be cast in a different but useful way, as eq.(186). Thus

Ahµ =
(
δµν −

∂µ∂ν
∂2

)(
Aν − ig

[ 1
∂2∂A,Aν

]
+ ig

2

[ 1
∂2∂A, ∂ν

1
∂2∂A

])
+O(A3)

= Aµ − ig
[ 1
∂2∂A,Aµ

]
+ ig

2

[ 1
∂2∂A, ∂µ

1
∂2∂A

]
− ∂µ
∂2∂A+ ig

∂µ
∂2∂ν

[ 1
∂2∂A,Aν

]
− i

g

2
∂µ
∂2∂ν

[
∂A

∂2 ,
∂ν
∂2∂A

]
+O(A3)

= Aµ −
∂µ
∂2∂A+ ig

[
Aµ,

1
∂2∂A

]
+ ig

2

[ 1
∂2∂A, ∂µ

1
∂2∂A

]
+ ig

∂µ
∂2

[
∂ν
∂2∂A,Aν

]

+ i
g

2
∂µ
∂2

[
∂A

∂2 , ∂A

]
+O(A3) (444)

which is exactly the expression (443). The transverse field obtained in (186) has the
property of being gauge invariant order by order in the coupling constant g. Let us
perform the transformation properties of φν under a gauge transformation

δAµ = −∂µω + ig[Aµ, ω] . (445)

We have, up to the order O(g2),

δφν = −∂νω + ig
[ 1
∂2∂A, ∂νω

]
− ig2

[
ω, ∂ν

1
∂2∂A

]
− ig2

[
∂A

∂2 , ∂νω

]
+O(g2)

= −∂νω + i
g

2

[ 1
∂2∂A, ∂νω

]
+ i

g

2

[
∂ν

1
∂2∂A, ω

]
+O(g2) . (446)

Thereby

δφν = −∂ν
(
ω − ig2

[
∂A

∂2 , ω

])
+O(g2) , (447)

from which the gauge invariance of Ahµ is determined.
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Finally, performing the expression of A2
min as a power series in Aµ, one has

A2
min = Tr

∫
d4xAhµA

h
µ

= Tr
∫
d4x

[
φµ

(
δµν −

∂µ∂ν
∂2

)
φν

]

= Tr
∫
d4x

[(
Aµ − ig

[ 1
∂2∂A,Aµ

]
+ ig

2

[ 1
∂2∂A, ∂µ

1
∂2∂A

])
×(

δµν −
∂µ∂ν
∂2

)(
Aν − ig

[ 1
∂2∂A,Aν

]
+ ig

2

[ 1
∂2∂A, ∂ν

1
∂2∂A

])]

= 1
2

∫
d4x

[
Aaµ

(
δµν −

∂µ∂ν
∂2

)
Aaν − 2gfabc∂ν∂A

a

∂2
∂Ab

∂2 A
c
ν − gfabcAaν

∂Ab

∂2
∂ν∂A

c

∂2

]
+ O(A4) . (448)

We finish this Appendix making a simple remark, due to gauge invariance, A2
min can be

rewritten in a manifestly invariant way in terms of Fµν and the covariant derivative Dµ

(66).
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APPENDIX B – Remarks on the localization of the BRST-invariant RGZ action

In this appendix, we explicitly show that the BRST invariant local formulation of
the RGZ action in terms of Ahµ in Landau gauge is equivalent to the original construction
presented in (40). We begin with the BRST invariant Refined Gribov-Zwanziger action
in the Landau gauge expressed as

SLRGZ = SYM +
∫
d4x

 (iba∂µAaµ + c̄a∂µD
ab
µ c

b
)

+ ϕacµ ∂νD
ab
ν (Ah)ϕbcµ

− ω̄acµ ∂νD
ab
ν (Ah)ωbcµ + m2

2 Ah,aµ Ah,aµ −M2
(
ϕ̄abµ ϕ

ab
µ − ω̄abµ ωabµ

)
+ τa∂µA

h,a
µ + η̄a∂µD

ab
µ (Ah)ηb

 . (449)

The partition function is written as

Z =
∫

[DΦ] e−SLRGZ , (450)

where Φ = {A, b, c̄, c, ϕ̄, ϕ, ω̄, ω, ξ, τ, η̄, η}. Integrating out the fields (b, τ, η̄, η) one obtains

Z =
∫ [
DΦ̃

]
δ
(
∂µA

a
µ

)
δ
(
∂µA

h,a
µ

)
det

(
−∂µDab

µ (Ah)
)

e−
∫
d4x(...) , (451)

with (. . .) a shorthand notation for the remaining terms in the action (449) and Φ̃ =
{A, c̄, c, ϕ̄, ϕ, ω̄, ω, ξ}. In order to deal with the delta function δ

(
∂µA

h,a
µ

)
imposing the

transversality condition ∂µAh,aµ = 0, we make use of

δ(f(x)) = δ(x− x0)
|f ′(x0)| , (452)

with f(x0) = 0. Of course, this relation holds if f ′(x0) exists and is nonvanishing. It is
possible to construct an iterative solution for ∂µAh,aµ = 0 as described in Appendix (A).
Such a solution ξ0 is expressed as

ξ0 = 1
∂2∂µAµ+ ig

∂2

[
∂µAµ,

∂νAν
∂2

]
+ ig

∂2

[
Aµ, ∂µ

∂νAν
∂2

]
+ ig

2
1
∂2

[
∂µAµ
∂2 , ∂νAν

]
+O(A3) , (453)

where we have employed the matrix notation of Appendix (A). The important feature of
(453) is that all terms always contain the divergence of the gauge field, i.e. ∂µAaµ.
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Hence, the analogue of (452) is

δ(∂µAh,aµ ) = δ(ξ − ξ0)
det

(
−∂µDab

µ (Ah)
) , (454)

where, due to the restriction of the domain of integration in the functional integral to the
Gribov region, we have taken into account that det

(
−∂µDab

µ (Ah)
)
> 0. Hence, plugging

(454) into (451) yields

Z =
∫ [
DΦ̃

]
δ
(
∂µA

a
µ

)
δ(ξ − ξ0)e−

∫
d4x(...) . (455)

Moreover, one easily sees from (453) that, due to the presence of δ(∂µAaµ), it follows that
ξ0 = 0. Therefore,

Z =
∫ [
DΦ̃

]
δ
(
∂µA

a
µ

)
δ(ξ)e−

∫
d4x(...) . (456)

Finally, reminding that Ahµ = (h†Aµh+ i
g
h†∂µh) with h = eigξaTa , integration over ξ gives

Ahµ = (h†Aµh + i
g
h†∂µh) → A, so that the original formulation of the Refined Gribov-

Zwanziger action in the Landau gauge as presented in (40).
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APPENDIX C – Discrete Symmetries of the Dirac Theory

In addition to the continuous Ward Identities described in subsection (5.7), there
are three other symmetries which helped us to constrain the final counterterm (407).
The so-called CPT symmetries: specified as parity, time-reversal and charge conjugation.
These symmetries enabled us to restrict a large set of fermionic terms. In the next sub-
sections, we will present in details, following (159), their action on the fermionic bilinears
so as to render our renormalization procedure as much clear as possible 34.

C.1 Parity

Parity is a space-time symmetry, which assigns (x4, xi) → (x4,−xi), where i = 1, 2, 3.
Therefore, to establish the transformations laws under parity (P ) for each Dirac bilinear
fields, one has the transformations for ψ and ψ̄ characterized as

Pψ(x4, xi)P = −i(γ)4ψ(x4,−xi) , (457)

Pψ̄(x4, xi)P = iPψ†(x4, xi)Pγ4 = i(Pψ(x4, xi)P )†γ4 = iψ̄(x4,−xi)γ4 . (458)

For the fermionic gauge-invariant quantities ψh and ψ̄h, one has the same symmetries,
namely

Pψh(x4, xi)P = −iγ4ψ
h(x4,−xi) , (459)

Pψ̄h(x4, xi)P = iψ̄h(x4,−xi)γ4 . (460)

Then the scalar bilinear transforms as

Pψ̄ψP = ψ̄(x4,−xi)(iγ4)(−iγ4)ψ(x4,−xi) = ψ̄ψ(x4,−xi), (461)

while for the vector one, we have

Pψ̄γµψP = ψ̄(iγ4)γµ(−iγ4)ψ(x4,−xi) =


ψ̄γµψ(x4,−xi), µ = 4;

−ψ̄γµψ(x4,−xi), µ = 1, 2, 3.
(462)

34 In order to be most detailed as possible, in this appendix we will work with all the possible Dirac
bilinear fields, such as ψ̄ψ, ψ̄γµψ, iψ̄[γµ, γν ]ψ, ψ̄γµγ5ψ, and ψ̄γ5ψ.
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Here, the vector displays the same minus sign on the spatial components as does the space-
time vector xµ. Analogously, the symmetries of the pseudo-scalar and pseudo-vector 35

are given by

Piψ̄γ5ψP = iψ̄(iγ4)γ5(−iγ4)ψ(x4,−xi) = −iψ̄γ5ψ(x4,−xi) , (463)

Pψ̄γµγ5ψP = ψ̄(iγ4)γµγ5(−iγ4)ψ(x4,−xi) =


−ψ̄γµγ5ψ, µ = 4;

+ψ̄γµγ5ψ, µ = 1, 2, 3.
(464)

It is important to remember that the word “pseudo” ensures an extra minus sign in the
parity symmetry case. Therefore, to study the fermionic counterpart we used the following
bilinear quantity

ψ̄ [γµ, γν ]ψ = 2ψ̄σµνψ , (465)

where under parity symmetry, we have

iP ψ̄ [γµ, γν ]ψP = iψ̄(x4,−xi)γ4 [γµ, γν ] γ4ψ(x4,−xi) . (466)

Using the commutation relations for the gamma matrices: γ4 [γ4, γi] γ4 = − [γ4, γi], γ4 [γi, γj] γ4 =
[γi, γj]and σµν = 1

2 [γµ, γν ], one gets

iP ψ̄(x4, xi)σµνψ(x4, xi)P =


−ψ̄(x4,−xi)σ4jψ(x4,−xi), µ = i = 4, ν = j = 1, 2, 3;

ψ̄(x4,−xi)σijψ(x4,−xi) µ = i, ν = j = 1, 2, 3.
(467)

C.2 Time-Reversal

The time-reversal is a discrete symmetry which acts as ψ(x4, xi) → ψ(−x4, xi), with
i = 1, 2, 3, where the time Euclidean time component has been identified with x4. The
time-reversal transformations for the Dirac and the fermionic gauge-invariant fields are:

Tψ(x4, xi)T = (−γ1γ3)ψ(−x4, xi) , (468)

T ψ̄T = (TψT )†(−iγ4)∗ = ψ†(−x4, xi)(−γ1γ3)†(iγ4) = ψ̄(−x4, xi)(γ1γ3), (469)

35 Both bilinears have an extra negative sign in the parity transformation.
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Tψh(x4, xi)T = (−γ1γ3)ψh(−x4, xi) , (470)

T ψ̄hT = (TψhT )†(−iγ4)∗ = ψ̄h(−x4, xi)(γ1γ3). (471)

The transformation law for the scalar bilinear is described by

T ψ̄ψ(x4, xi)T = ψ̄(γ1γ3)(−γ1γ3)ψ(−x4, xi) = ψ̄ψ(−x4, xi) , (472)

while for the pseudo-scalar one gets:

Tiψ̄γ5ψT = −iψ̄(γ1γ3)γ5(−γ1γ3)ψ(−x4, xi). (473)

For the vector, one has

T ψ̄γµψT = ψ̄(γ1γ3)(γµ)∗(−γ1γ3)ψ =


ψ̄γµψ(−x4, xi), µ = 4;

−ψ̄γµψ(−x4, xi), µ = 1, 2, 3.
(474)

Under time-reversal the pseudo-vector has the same transformation of the vector, given
by

T ψ̄γ5ψT = ψ̄(γ1γ3)(γ5)∗(−γ1γ3)ψ =


ψ̄γ5ψ(−x4, xi), µ = 4,

−ψ̄γ5ψ(−x4, xi) µ = 1, 2, 3.
(475)

The case ψ̄ [γµ, γν ]ψ = 2ψ̄σµνψ is characterized by

T ψ̄σµνψT = 1
2 ψ̄(−x4, xi)(γ1γ3) [γµ, γν ]∗ (−γ1γ3)ψ(−x4, xi)

=


ψ̄(−x4, xi)σ0jψ(−x4, xi), µ = 0, ν = j = 1, 2, 3;

−ψ̄(−x4, xi)σijψ(−x4, xi) µ = i, ν = j = 1, 2, 3.
(476)

C.3 Charge Conjugation

Finally, let us present the charge conjugation C, which acts on the the Dirac and fermionic
gauge-invariant fields in the following way

Cψ(x)C = (−ψ̄γ4γ2)T , (477)

Cψ̄(x)C = Cψ†C(−iγ4) = (−iγ2ψ)T (−iγ4)

= (−i(−iγ4)γ2ψ)T = (−γ4γ2ψ)T (478)
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Cψh(x)C = (−ψ̄hγ4γ2)T , (479)

Cψ̄h(x)C = (−γ4γ2ψ
h)T . (480)

Let us now consider the bilinears. For the scalar type, one has

Cψ̄ψC = (−γ4γ2ψ)T (−ψ̄γ4γ2)T = (γ4)αβ(γ2)δβψδψ̄ϑ(γ4)ςϑ(γ2)ςα
= −ψ̄ϑ(γ4)ςϑ(γ2)ςα(γ4)αβ(γ2)δβψδ = ψ̄γ2γ4γ4γ2ψ

= −ψ̄ψ . (481)

For the pseudo-scalar:

Ciψ̄γ5ψC = i(−iγ0γ2ψ)Tγ5(−iψ̄γ0γ2)T = iψ̄γ5ψ. (482)

The γ0and γ2 are symmetric matrices while γ1and γ3 are antisymmetric. Thus for the
vector and pseudo-vector one gets:

Cψ̄γµψC = ψ̄γµψ; (483)

Cψ̄γµγ5ψC = −ψ̄γµγ5ψ. (484)

For the bilinear iψ̄ [γµ, γν ]ψ = 2ψ̄σµνψ, we get

Cψ̄σµνψC = 1
2(−γ4γ2ψ)Tσµν(−ψ̄γ4γ2)T = −ψ̄γ4γ2(σµν)Tγ4γ2ψ, (485)

using again the symmetry properties of the gamma matrices. Finally,

Cψ̄(x4, xi)σµνψ(x4, xi)C = ψ̄σµνψ. (486)
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