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ABSTRACT 

FERNANDES, Elora Raad. Navigating the Digital Classroom: Analyzing risks to children’s 
data protection in educational technology. 2024. 348 f. Thesis – PhD in Law, Universidade do 
Estado do Rio de Janeiro; KU Leuven, Rio de Janeiro, 2024.  

Educational technology (edtech) has vast potential to transform education by improving 
access, engagement, and equity, especially in the wake of the COVID-19 pandemic. The full 
realization of these benefits is, however, still a distant prospect. The changes observed thus far 
seem incremental and uneven, with their impact being heavily contingent on the socio-
economic context of the communities where they are implemented, as well as the preparedness 
and willingness of educators to adopt them. Moreover, edtech can still yield concerning side 
effects, particularly in relation to children’s rights to privacy and to the protection of personal 
data. Given that children dedicate a significant portion of their time to educational activities, 
the detailed digital dossiers created about them can potentially affect their academic 
performance, university admissions, job prospects, and access to essential public services. 
Using the theory of data colonialism as a normative framework, the thesis aimed to map the 
challenges that edtech presents to children’s rights to privacy and to the protection of personal 
data, and understand the extent to which the current legal framework in Brazil and the European 
Union (EU) address them. Examining children’s experiences with edtech and its impact on their 
development and learning processes is crucial for understanding the future of individual and 
collective autonomy, as well as the transformation of citizenship and the trajectory of our 
society. The thesis starts by delving into the history of edtech, the interplay between edtech 
implementation and ongoing education discussions, and the theory of data colonialism as the 
theoretical framework (Part I). Part II describes and analyzes how the EU and the Brazilian 
legal framework regulate children’s privacy and data protection, focusing on Convention on the 
Rights of the Child, the GDPR and the LGPD. Part III focuses on mapping horizontal challenges 
related to children’s privacy and data protection arising from the implementation of Artificial 
Intelligence (AI) in education and specific challenges encountered in some edtech, based on a 
typology developed in Part I. Part III also includes a study on Google Workspace for Education 
as a framework to understand the specificities in the implementation of other edtech. Overall, 
it confirms the research hypothesis that the current operation of AI systems in education and 
the widespread business model based on data commodification pose challenges to children’s 
best interests that have not yet been addressed in the current data protection frameworks in 
Europe and Brazil. 

 
Keywords: educational technology (edtech); children’s data protection; data Colonialism; 

Google Workspace for Education. 
  



 

 

 

RESUMO 

FERNANDES, Elora Raad. Navegando pela sala digital: uma análise de riscos à proteção de 
dados de crianças e adolescentes nas tecnologias educacionais. 2024. 348 f. Tese (Doutorado) 
– Doutorado em Direito, Universidade do Estado do Rio de Janeiro; KU Leuven, Rio de Janeiro, 
2024.  

Tecnologias educacionais (edtech) possuem um vasto potencial para transformar a 
educação, melhorando o acesso, o engajamento e a igualdade, especialmente após a pandemia 
de COVID-19. A realização plena desses benefícios, no entanto, ainda é uma perspectiva 
distante. As mudanças observadas até agora parecem incrementais e desiguais, com seu impacto 
sendo fortemente condicionado pelo contexto socioeconômico das comunidades onde são 
implementadas, bem como pela preparação e disposição dos educadores em adotá-las. Além 
disso, edtech ainda podem gerar efeitos colaterais preocupantes, especialmente em relação aos 
direitos de crianças à privacidade e à proteção de dados pessoais. Dado que estas dedicam uma 
parte significativa de seu tempo a atividades educacionais, os detalhados dossiês digitais criados 
sobre elas podem afetar potencialmente seu desempenho acadêmico, admissões universitárias, 
perspectivas de emprego e acesso a serviços públicos essenciais. Usando a teoria do 
colonialismo de dados como marco teórico, a tese teve como objetivo mapear os desafios que 
as edtech apresentam para os direitos das crianças à privacidade e à proteção de dados pessoais, 
e entender até que ponto o atual marco normativo no Brasil e na União Europeia (UE) os 
endereçam. Examinar as experiências das crianças com edtechs e o impacto em seu 
desenvolvimento e processos de aprendizagem é crucial para entender o futuro da autonomia 
individual e coletiva, bem como a transformação da cidadania e a trajetória de nossa sociedade. 
A tese começa explorando a história das edtechs, a interação entre a implementação de edtechs 
e as discussões educacionais em andamento, e a teoria do colonialismo de dados como marco 
teórico (Parte I). A Parte II descreve e analisa como o marco regulatório da UE e do Brasil 
regulamentam a privacidade e a proteção de dados de crianças, com foco na Convenção sobre 
os Direitos da Criança, no GDPR e na LGPD. A Parte III concentra-se em mapear desafios 
horizontais relacionados à privacidade e à proteção de dados das crianças decorrentes da 
implementação de Inteligência Artificial (IA) na educação e desafios que edtechs específicas 
apresentam, com base em uma tipologia desenvolvida na Parte I. A Parte III também inclui um 
estudo sobre o Google Workspace for Education como um exemplo para entender as 
especificidades na implementação de outras edtechs. Ao final, confirma-se a hipótese de 
pesquisa de que o atual funcionamento de sistemas de IA na educação e o modelo de negócios 
baseado na comodificação de dados pessoais apresentam desafios para o melhor interesse das 
crianças que ainda não foram endereçados nas atuais leis de proteção de dados na Europa e no 
Brasil. 
 

Palavras-chave: tecnologias educacionais; proteção de dados de crianças e adolescentes; 
colonialismo de dados; Google Workspace for Education.  



 

 

 

SAMENVATTING 

FERNANDES, Elora Raad. Navigeren door de digitale klas: Analyseren van risico’s voor de 
gegevensbescherming van kinderen in onderwijstechnologie. 2024. 348 blz. Thesis (doctoraat) 
- Doctoraat in de Rechten, Universidade do Estado do Rio de Janeiro; KU Leuven, Rio de 
Janeiro, 2024. 

Educatieve technologie (edtech) heeft enorm potentieel om het onderwijs te 
transformeren door de toegang, betrokkenheid en gelijkheid te verbeteren, vooral in het licht 
van de COVID-19-pandemie. De volledige realisatie van deze voordelen lijkt echter nog steeds 
ver weg. De tot nu toe waargenomen veranderingen lijken geleidelijk en ongelijk, waarbij hun 
impact sterk afhankelijk is van de sociaal-economische context van de gemeenschappen waar 
ze worden geïmplementeerd, evenals de bereidheid en bereidheid van opvoeders om ze aan te 
nemen. Bovendien kan edtech nog steeds zorgwekkende bijwerkingen hebben, met name met 
betrekking tot de rechten van kinderen op privacy en de bescherming van persoonsgegevens. 
Aangezien kinderen een aanzienlijk deel van hun tijd besteden aan educatieve activiteiten, 
kunnen de gedetailleerde digitale dossiers die over hen zijn aangemaakt potentieel van invloed 
zijn op hun academische prestaties, universitaire toelatingen, carrièremogelijkheden en toegang 
tot essentiële openbare diensten. Met behulp van de theorie van datakolonialisme als normatief 
kader, had de scriptie tot doel de uitdagingen te in kaart te brengen die edtech presenteert voor 
de rechten van kinderen op privacy en de bescherming van persoonsgegevens, en te begrijpen 
in hoeverre het huidige wettelijke kader in Brazilië en de Europese Unie (EU) deze aanpakken. 
Het onderzoeken van de ervaringen van kinderen met edtech en de impact ervan op hun 
ontwikkeling en leerprocessen is cruciaal voor het begrijpen van de toekomst van individuele 
en collectieve autonomie, evenals de transformatie van burgerschap en de koers van onze 
samenleving. De scriptie begint met een diepgaande verkenning van de geschiedenis van 
edtech, de interactie tussen de implementatie van edtech en lopende onderwijsdiscussies, en de 
theorie van datakolonialisme als theoretisch kader (Deel I). Deel II beschrijft en analyseert hoe 
het wettelijk kader van de EU en Brazilië de privacy van kinderen en de gegevensbescherming 
reguleren, met de nadruk op het Verdrag inzake de Rechten van het Kind, de GDPR en de 
LGPD. Deel III richt zich op het in kaart brengen van horizontale uitdagingen met betrekking 
tot de privacy van kinderen en gegevensbescherming die voortkomen uit de implementatie van 
Kunstmatige Intelligentie (AI) in het onderwijs, evenals specifieke uitdagingen die zich 
voordoen bij sommige edtech, gebaseerd op een typologie ontwikkeld in Deel I. Deel III omvat 
ook een studie naar Google Workspace for Education als een kader om de specificiteiten in de 
implementatie van andere edtech te begrijpen. Over het algemeen bevestigt het de 
onderzoekshypothese dat de huidige werking van AI-systemen in het onderwijs en het 
wijdverspreide bedrijfsmodel gebaseerd op gegevenscommodificatie uitdagingen vormen voor 
het beste belang van kinderen die nog niet zijn aangepakt in de huidige kaders voor 
gegevensbescherming in Europa en Brazilië. 
 

Trefwoorden: educatieve technologie (edtech); bescherming van gegevens van kinderen; 
datokolonialisme; Google Workspace for Education.  
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INTRODUCTION 

1. Education is the cornerstone of any contemporary society. More than an isolated 

element used as a tool for acquiring knowledge and skills, education plays a multiplying role 

in the progress of humanity and is the foundation upon which all other spheres of society are 

built. On an individual level, education has the power to develop critical thinking, hone conflict 

resolution skills, and unveil each individual’s essence. From a collective perspective, it can be 

used to nurture active, well-informed citizens concerned with the common good. Ultimately, it 

has the potential to generate economic development, reduce inequalities, foster ethical progress, 

and strengthen democracy, human rights, and the rule of law. The way children are educated 

shapes the potential for flourishing within any given population, so every decision made in this 

regard is highly consequential and political.  

2. Especially since the COVID-19 pandemic, digital Information and Communication 

Technologies (ICTs) are increasingly present in the school environment. They are already used 

in children’s admission tests at schools, in how teachers correct homework, in the 

personalization of learning content across various applications, as well as in school 

administration and security technologies. The use of learning platforms worldwide, mainly 

provided by companies from the United States of America (USA), China, and India, is also ever 

more common. Google Workspace for Education, Class Dojo, Carnegie Learning, IBM’s 

Watson (in partnership with Pearson), Coursera, Blackboard, Udacity and Kahn Academy are 

just examples of the available diverse range of educational technology (edtech). Additionally, 

several others are gradually being adopted or are anticipated to be adopted in the near future, 

such as the use of large language models in adopted Artificial Intelligence (AI) systems, as well 

as the exploration of extended reality (XR) and the metaverse. 

3. The opportunities brought about by edtech are tremendous, as they have the potential to 

transform education by expanding access to knowledge, improving the learning process, 

fostering conscious citizenship, enabling people with disabilities to access and enjoy the 

benefits of technology, and more. Goal 4 of the 2030 United Nations (UN) Agenda for 

Sustainable Development aims to “ensure inclusive and equitable quality education and 

promote lifelong learning opportunities for all” (Locatelli, 2018, p. 2). The Qingdao Declaration 

on ICT in Education of 2015 highlights how technologies can support the Sustainable 

Development Goals (SDGs) (Qingdao Declaration, 2015: Seize Digital Opportunities, Lead 
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Education Transformation, 2015). According to the declaration, technology is essential for 

strengthening education systems, ensuring universal access to education, promoting quality and 

effective learning, and facilitating equitable and more efficient service provision. More 

recently, the Beijing Consensus on Artificial Intelligence in Education (2019) recommended 

that governments and other stakeholders take action in various areas such as planning AI in 

education policies, AI for education management and delivery, and AI to empower teaching 

and teachers. 

4. More specifically, the first obvious benefit of implementing digital ICTs in education is 

improving equality and inclusion. They can reduce the costs of accessing education for certain 

groups, such as those who live in remote areas, do not have access to schools, face learning 

difficulties, lack time, or have specific disabilities (Good, 2021; UNESCO, 2023b).  

5. With the increased availability of information and knowledge online, students can 

access materials with even better quality than the ones they have access to in their region. 

Technologies can facilitate including students with special needs, support the diagnosis of 

disabilities, and adapt content to a way they can enjoy it. Examples include using AI to enable 

speech to text (and vice versa) or to generate automatic subtitles; supporting the socio-

emotional and academic learning of autistic children; helping children with attention deficit 

hyperactivity disorder (ADHD); and, more importantly, “enabling students with special needs 

to study in a traditional (and inclusive) learning environment, which also changes peoples’ view 

on disability and special needs” (Vincent-Lancrin, 2021, p. 26). 

6. Another promise of edtech relates to the use of early warning systems (EWS) for 

dropout prevention. An EWS is a tool developed to help identify students at risk of dropping 

out. Students are considered at risk when red flags, or specific indicators associated with 

dropout, are spotted. Examples include the cost of and structural issues within education, such 

as teacher quality and curriculum (United Nations Children's Fund (UNICEF), 2018). 

Technology-based EWS could effectively and promptly assist in addressing these specific 

needs. 

7. Last but not least, edtech is also seen as a way to improve effectiveness and efficiency 

within education. Some argue that they can improve engagement as a prerequisite for 

meaningful learning and the development of cognitive and socio-emotional skills. Edtech could 

help identify engagement proxies (such as interaction patterns and eye, facial and body 

movements) as well as maintain it through nudging techniques (D’Mello, 2021). Educators’ 
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jobs can get increasingly streamlined with automated systems built for reporting, resource 

allocation, and credentialing (Baker, 2021; Vincent-Lancrin, 2021). AI systems based on 

natural language processing can help correct exams or evaluate oral presentations; chatbots can 

help answer the most frequent students’ questions; and predictive analytics promise to predict 

and assess students’ progress throughout their academic life (Smuha, 2023b). Finally, edtech 

could improve public policies, driving transparent governance and better management of 

education systems and resources (Chakroun et al., 2022). 

8. The transformation of education promised by the benefits described above is, 

nonetheless, still far from being fully realized. Indeed, the adoption of edtech has brought about 

significant changes so far, introducing new ways to engage with educational content. The basic 

skills expected of current students also increasingly include those necessary to navigate the 

digital environment.  

9. However, at this point, these changes can be considered incremental and uneven, with 

research showing that students can eventually experience more harm than good (Laird; Dwyer; 

Grant-Chapman, 2023). Their use and impact heavily depend on the socio-economic factors of 

the community where they are based, as well as the level of preparedness and willingness of 

the educators who implement them (UNESCO, 2023b, p. 6). 

10. Differentiating the potential benefits, i.e., the ones claimed by their developers, and the 

evidenced benefits, which are supported by robust, independent scientific research on a 

significant scale is, therefore, key. Although thousands of studies have been carried out on the 

benefits of edtech, and more specifically on the use of Artificial Intelligence in Education 

(AIED), there is still little independent evidence of their effectiveness at scale, over time and 

across contexts (Holmes, 2023; Kucirkova; Brod; Gaab, 2023). 

11. We should also consider the broader and often unforeseen side effects of edtech on 

children’s human rights. This includes a significant increase in screen time, the widening of the 

digital divide between the privileged and underprivileged, the reinforcement of problematic 

pedagogical practices often focused on behaviorist mechanisms and techniques to capture 

children’s attention, access to inappropriate content, and the rise of mis/disinformation. 

Historically marginalized communities also suffer disproportionate negative impacts (Laird; 

Dwyer; Grant-Chapman, 2023). 

12. More specifically and important for this thesis, we must consider the effects that edtech 

has on children’s rights to privacy and to the protection of personal data, whether as an end in 
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themselves or as a means to protect other fundamental rights such as non-discrimination, 

freedom of expression, personality development, autonomy, and human dignity. Children spend 

much of their time at school (in person or online) or working on educational activities. 

Therefore, the digital dossiers created about them while using these technologies have the 

potential to be highly detailed and comprehensive. This wealth of information can impact not 

only their performance at school and learning trajectories, but also their opportunities for 

university admission, entry into the job market, or even access to essential public services. 

13. These technologies are also not introduced in a vacuum. The current educational system, 

whose main structures have changed little over the past centuries, is imbued with pedagogical 

and methodological discussions that interact with technologies in a unique way. As will be 

discussed throughout the thesis, important and influential trends in education, such as the 

measurement movement, align with the datafication processes of some technologies in a way 

that mutually reinforces each other. Similarly, discussions about the actors influencing 

educational decisions, which have always existed, intensify with the growth of neoliberalism 

and the increasing involvement of private actors in education through the provision of 

technologies. 

14. This has intensified a narrative that the education sector is broken and stuck in the past 

(UNESCO, 2023b; Weller, 2014, p. 119); is lagging behind other sectors in adopting 

technologies (Allen, 2022; Pedro et al., 2019); is under digitized; and  “traditionally laggards 

when it comes to innovation” (Organization for Economic Cooperation and Development 

(OECD), 2021, p. 3). This discourse portrays the notion of development and enhancement of 

the educational framework as inherently reliant on technology. What is more, rather than 

addressing on the root of the problem, which is often the lack of sufficient financial and human 

resources, edtech has been seen as a magical way1 to solve the educational crisis. This 

perspective has escalated a dangerous discourse of modernization at all costs and of 

technological solutionism (Morozov, 2014). 

15. Discussing children’s experience with the digital environment and its impact on their 

education and broader development is key to understanding the future of individual and 

collective autonomy, as well as how citizenship is being transformed. If our intention is to 

maximize the benefits edtech has to offer, it should be assessed and deployed in a critical way, 

 
1 Sebastian Thrun, co-founder of online learning company Udacity Inc. and Stanford University research 
professor who helped create Google’s self-driving car, once said that “Education is broken. Face it. […] It is so 
broken at so many ends, it requires a little bit of Silicon Valley magic” (Wolfson, 2013). 
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focusing on what is scientifically proven, on the educational goals we want to achieve, and on 

balancing the full array of positive and negative effects on children’s human rights. 

16. Based on the above, this research acknowledges the enormous potential that edtech can 

have in effectively transforming education, incorporating greater equity, quality, effectiveness 

and efficiency. Still, it views the current stage with rationality and scientific spirit, 

understanding what they can actually accomplish and balancing it with the risks they may still 

pose. 

Research question and methodology 

17. This section is dedicated to describing the research question that gave rise to this thesis, 

as well as the path taken to arrive at the outlined outcomes in its conclusion. Section a) will 

discuss the relevance of this research, why it was carried out, and how it contributes to the 

current state of the art. Section b) will focus on the research question that arises from the context 

described so far, as well as the sub-questions that resulted in the development of the respective 

sections of this thesis. Section c) will delve into the hypothesis formulated to help address the 

questions posed, serving as a compass to guide the research in a specific direction and 

methodology. Section d) will describe the scope of the research, and, finally, section e) will 

concentrate on the methodology used, as well as on the structure of the thesis. 

a) Relevance 

18. The incorporation of digital technologies in education is speedily expanding. With it,  

the edtech industry is also on the rise, already contributing around 6% of the global gross 

domestic product (GDP) (Pangarkar, 2023). The global education technology market is 

expected to be worth $404 billion by the end of 2025 (HolonIQ Education Intelligence Unit, 

2020) and $700 billion by 2028 (Walker, 2023). This represents a significant surge compared 

to the projected valuation of $76.4 billion for the worldwide education technology market in 

2019 (Grand View Research, 2023). In 2021, the online learning platform Coursera, for 

instance, recorded 20 million new student registrations (Coursera, 2021), and there are at least 

30 multi-million-dollar-funded corporations around the world focused on developing AI tools 

for education (Holmes, 2023, p. 64). 
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19. It is already a truism that technology is advancing too fast for the Law to keep up with 

it. The act of regulating presupposes evaluation and public discussion, which takes time and 

effort that are not proportional to the speed of technological change and innovation. Legal 

research is crucial to try to bridge this gap by analyzing the state of the art regarding the 

effectiveness of technologies in relation to what they aim to achieve and how they can affect 

the legal field. This includes understanding the objectives of education, particularly from a 

human rights perspective; examining the technologies’ side effects, especially concerning 

children’s privacy and data protection; striking a balance to maximize the benefits of 

technology while minimizing its harmful effects; and, finally, understanding the role of the Law 

in this equation and the available means to proper regulate technology. 

20. To enhance digital readiness in education, the emphasis has been on expanding 

connectivity, digital infrastructure, and online tools. Nevertheless, aspects such as privacy, data 

protection, governance, and security have been somewhat neglected (Chakroun et al., 2022). 

Considering that the global adoption of digital ICT and AI in education is a relatively recent 

phenomenon, which has intensified with the COVID-19 pandemic, it is necessary to understand 

whether the current legal framework is sufficient to address the presented challenges. More 

specifically, we should explore how we can maximize the effects of the available legal tools, 

such as the Convention on the Rights of the Child (CRC), data protection and procurement 

frameworks, to handle these challenges without waiting for new laws to be implemented. At 

the same time, we should map what is out of their scope and assess whether and how the Law 

should further regulate these issues, if at all. 

21. This is only possible by understanding the Law as an applied social science, whose 

effects on individuals and groups must be grasped empirically and contextually. The cold text 

of the law tells us little about its real effects on society, and thus a comparative and bottom-up 

approach to the problem can be beneficial. Despite the existence of research on the risks 

stemming from specific applications of edtech, there still remains a gap in comprehensive 

analysis. This thesis therefore contributes to the existing body of knowledge by broadly 

mapping the risks that edtech can pose to children’s rights to privacy and to the protection of 

personal data in Brazil and the European Union (EU), based on a transdisciplinary literature 

review and empirical analysis of a case study. 
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b) Research question(s) 

22. The main question that guides this research is: What are the challenges that edtech 

presents to children’s rights to privacy and to the protection of personal data, and to what 

extent does the current legal framework in Brazil and Europe address them? 

23. This question can be broken down into several sub-questions, which will ultimately 

steer the development of the research and the unfolding chapters of the thesis: 

i. What can be understood by edtech, and what are its main purposes?  

ii. How does edtech, with its logic and design, interact with the concept of 

education and the long-standing discussions and theories caried out in this 

sector?  

iii. Based on its main uses and technologies encompassed by the concept of edtech, 

how does it affect children’s rights to privacy and to the protection of personal 

data?  

iv. How do the EU and Brazilian legal frameworks currently regulate children’s 

rights to privacy and to the protection of personal data? 

v. Drawing on insights provided by the theory of data colonialism, is the current 

legal framework sufficient to address all the mapped challenges? 

c) Hypothesis 

24. Due to its comprehensive nature, the concept of edtech encompasses vastly different 

technologies both in terms of purpose and technical aspects. This results in diverse conditions 

under which they are used and different risks that could undermine children’s rights. However, 

through the development of a typology, it is possible to identify commonalities among them 

that would warrant their collective consideration. 

25. Considering the existing literature and the theory of data colonialism, the first part of 

the hypothesis of this research posits that the prevailing business model of digital platforms, 

characterized by the escalating datafication of human life and social interactions, particularly 

in the feeding of AI systems, as well as the commodification of data, engender several 

challenges surrounding the use of edtech concerning children’s rights to privacy and the 

protection of personal data, including the intensification of surveillance, the reinforcement of 
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historical inequalities, the severe impact on life opportunities, the manipulation of individuals 

and groups, and ultimately, the erosion of digital sovereignty. 

26. Although many of these challenges can already be addressed by the current legal 

framework, such as through data protection regulation, the latter’s primarily procedural focus 

does not thoroughly considering the purposes for which data can be processed in the first place, 

and are not completely equipped to deal with the specific challenges posed by AI. Therefore, 

the second part of the hypothesis to be tested is that the EU and the Brazilian frameworks, 

including the application of oversight mechanisms, do not address some of these challenges. 

Because of historical inequalities between the two jurisdictions and the added layers of 

vulnerability inherent in Brazilian reality, the enforcement of existing rules is further hindered 

in the latter. 

d) Scope of the research 

27. Technical Scope: The analysis carried out throughout the thesis will be focused on data-

driven edtech, encompassing technologies that collect, analyze, and make decisions based on 

(personal) data that affect people’s lives. These activities can be executed through traditional 

data analysis technologies, using statistical methods and other mathematical techniques to 

recognize patterns, discover relationships and gain other insights from data. Nonetheless, this 

has increasingly been done by AI, including symbolic AI techniques or, more commonly (and 

also more heavily dependent on data), Machine Learning (ML) techniques. The latter will 

therefore be the main source of challenges to be discussed in Part III of the thesis. Within data-

driven edtech, I will present a typology that differentiates between edtech used for providing 

education and for learning about education in Chapter 1. 

28. Legal Scope: The focus of this thesis, concerning legal analysis, is on children’s rights 

to privacy and to the protection of personal data. However, I acknowledge that human rights 

are indivisible and interdependent. In order to protect these two rights, others must be realized. 

Similarly, safeguarding the privacy and data of children is essential for the fulfilment of other 

rights. I therefore adopt a children’s rights perspective regarding privacy and data protection 

rights, aiming to understand this complex framework in a holistic fashion. 

29. Geographical scope: Technologies are social-technical artifacts that directly interact 

with the specificities of the communities in which they are embedded. Recognizing the need to 

analyze this socio-economic context beyond the legal framework, and understanding that the 
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operations of edtech companies are generally global, this research will focus on two different 

jurisdictions: the EU and Brazil. As will be later discussed, data protection laws in these two 

jurisdictions are remarkably similar as a result of the Brussels effect. However, changes in 

context result in distinct enforcement of these rights and varying effects of technologies within 

communities. Therefore, rather than a mere legal comparison, which could obscure the concrete 

application and effects of the Law in society, the aim is to compare socio-economic contexts 

and how they influence the application of data protection laws. This will be carried out within 

the context of a case study of Google Workspace for Education, as more thoroughly detailed in 

Part III of this thesis. The choice to analyze Brazil and the EU stemmed from the geographical 

location and past experiences of the doctoral candidate. Considering the context of the Joint 

PhD between the State University of Rio de Janeiro (UERJ) and KU Leuven in which the 

research was carried out and the fact that these two jurisdiction are part of different spectrums 

of social reality, the analysis of both situations had the potential to bring a wealth of important 

insights to the case study. Google Workspace for Education operates globally, yet its social 

impacts vary significantly across different parts of the world. 

e) Methodological approach and thesis structure 

30. In order to address the research question and sub-questions presented in Section b) and 

test the hypothesis outlined in Section c), this thesis employs various complementary and 

interrelated methods. 

31. After this introduction, Part I will be developed through a descriptive approach, setting 

the stage for the subsequent analysis. Three chapters will be presented to elucidate the current 

context in which edtech is developed and deployed.  

32. Chapter 1 will focus on introducing what edtech means. It will offer a historical 

overview of its evolution to date, aiming to describe not only the journey leading to the 

technologies currently employed but also how methodologies and theories developed for 

conceptualizing preceding technologies help us comprehend the functioning and constraints of 

the current ones. I will additionally present a typology to synthesize and organize the complex 

landscape surrounding edtech. Although developed only for didactical purposes, this typology 

will be crucial for understanding the purposes for which these technologies are used and who 

they support, which directly changes the risks they present to children’s rights. 
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33. Chapter 2 aims to explore the interaction between the implementation of edtech and 

longstanding discussions within the field of education. This encompasses the role of the private 

sector in providing products and services, and, consequently, influencing strategic decisions in 

education; the phenomenon of “learnification” of education and discussions regarding what is 

to be “efficient”; the measurement movement in education and its relationship with datafication; 

as well as the dynamics of platform learning. The importance of this chapter for legal analysis 

extends beyond identifying the network of actors involved in providing education and their 

respective interests. It also involves understanding how the integration of edtech into these 

discussions can amplify specific challenges related to children’s privacy and data protection. 

34. Chapter 3 will introduce data colonialism as the theoretical and normative framework 

adopted by this research, as described by Couldry and Mejias (2019). This chapter will outline 

the primary components and actors within data colonialism, illustrating its disproportionate 

impact on certain individuals and communities, particularly children, and examining its effects 

on both individual and collective autonomy. Together with the legal framework, this theory will 

serve as a normative lens to evaluate the deployment of edtech and the challenges it poses to 

children’s rights in Part III. It can also thus help assess the sufficiency of the current legal 

framework to deal with these challenges. 

35. Part II is focused on describing and evaluating how the current legal framework 

regulates children’s rights to privacy and to the protection of personal data.  

36. Chapter 4 will present the literature on the reasons why children require special 

consideration when it comes to protecting their rights to privacy and to the protection of 

personal data. Their status as human beings in development and their proportionally larger 

digital footprint compared to adults will be highlighted as crucial fundamentals for this special 

treatment. This chapter acknowledges the importance of viewing technologies not only through 

a lens of risk and protection but also as a means for opportunities and developing children’s 

autonomy. Considering the scope of the thesis, which is focused on identifying the main risks 

that edtech poses to children’s rights to privacy and data protection, the chapter will introduce 

a risk classification of children’s online presence, highlighting how surveillance technologies 

can significantly impact children’s development and learning. However, it also highlights how 

edtech has a critical role in realizing different human rights, when deployed in a way that 

respects children’s specificities. 
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37. Chapter 5 will present the CRC as a fundamental human rights framework adopted by 

Brazil and the EU, which recognizes children as rights holders and holistically address the 

specificities mentioned above. This chapter will present the main provisions in the Convention 

applicable to the scope of this thesis and how some cross-cutting standards (should) influence 

the interpretation and implementation of the legislative and policy pieces discussed in the 

following chapters. Chapters 6 and 7 will respectively describe and evaluate the EU and 

Brazilian legal frameworks dealing with children’s rights to privacy and data protection, as well 

as applicable policy to edtech.  

38. It should be highlighted that this thesis will not adopt a traditional legal comparative 

methodology, as mentioned above. Comparisons between the EU General Data Protection 

Regulation (GDPR) and the Brazilian General Data Protection Law (Lei Geral de Proteção de 

Dados Pessoais - LGPD), in particular, are inevitable due to the considerable similarity between 

these legal frameworks. However, the thesis’ aim is to focus on the social contexts of the 

application of each law. I will outline some challenges brought by a mere legal transposition of 

European legislation without necessarily considering Brazilian specificities, especially 

regarding its institutional design. This will be done in a contextualized manner in Part III of the 

thesis through a case study, which attempts to discuss how these aspects influence the protection 

received by data subjects, even with such similar laws being implemented. 

39. Part III will be formulated based on a descriptive, evaluative and normative approach 

and it has two main focuses. First, Chapter 8 will map challenging aspects that data-driven 

edtech raises to children’s rights to privacy and to the protection of personal data. I will outline 

the risks posed by AI systems in general and their intersection with education. Afterwards, I 

will highlight certain technologies as presented in the developed typology and discuss how 

particular challenges can be identified in their implementation. 

40. The second focus is a case study of the application of Google Workspace for Education 

in the EU and in Brazil. Google pioneered the development of data-driven business models 

(DDBM) on the scale that we currently know and Google Workspace for Education is largely 

adopted worldwide. This model has been widely replicated by other edtech, and even when 

schools adopt technologies from different companies, Google is still often involved in a broader 

network of data sharing. Studying Google’s dynamics can thus provide a framework to 

understand other commercial edtech and their impacts on children’s rights. Furthermore, in 

recent years, particularly amid the COVID-19 pandemic, European Data Protection Authorities 



31 

 

 

(DPAs) have been actively involved in cases related to this technology. This engagement offers 

valuable insights into its operation and the challenges stemming from its implementation. 

41. Chapter 9 will describe how Google Workspace for Education works, the history of its 

development, and how it is related with the overarching Google’s business model. 

42. Chapter 10 examines its impact on children’s privacy and data protection in the EU 

and in Brazil. First, I describe decisions made by authorities of different EU Member States 

(MS) that involve the use of Google Workspace for Education by public schools. Considering 

the auditing and analysis capabilities of certain authorities, especially DPAs, it is possible to 

have a more in-depth view of the risks, which the mere assessment of Terms of Service (ToS) 

and Privacy Policies would not provide.  

43. The chapter also discusses the implementation of Google Workspace for Education in 

Brazil. Since the Brazilian DPA has not yet assessed it based on the Brazilian framework, an 

analysis of the ToS and Privacy Policies applicable to the platform in the country will be 

conducted. This will be complemented by a literature review on research that have also 

performed a similar exercise.  

44. Chapter 11 undertakes an analysis of the collected information from both jurisdictions, 

aiming to understand the systematic functioning of Google Workspace for Education beyond 

compliance with the GDPR and LGPD, within the context of data colonialism and the 

application of AI technologies. Initially I will evaluate the similarities, differences, and 

deficiencies apparent in the current landscape, drawing upon the insights provided in Chapter 

10. I will then discuss how data colonialism’s main aspects can be identified in the case study. 

This chapter also assesses the extend to which legal frameworks for personal data protection in 

the EU and in Brazil deal with such challenges. 

45. The thesis will be wrapped up with concluding remarks, recommendations, and 

indications for future research. In addition to summarizing the results of the thesis, this 

section will present its conclusions, high-level recommendations on how to move forward in 

relation to the identified challenges, as well as topics for future research. 

46. Finally, it is important to mention that this thesis follows the author-date citation style 

of the Brazilian National Standards Organization (Associação Brasileira de Normas Técnicas 

- ABNT), as adopted by UERJ, the host university.  
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PART I. SETTING THE SCENE  

47. Part I adopts a descriptive approach aimed at laying the context for the legal analysis. 

To map out the effects that edtech has on children’s rights to privacy and to the protection of 

personal data, it is first necessary to understand what type of technologies are under the scope, 

what educational context they are inserted into, and which theory will be used to interpret these 

effects.  

48. Chapter 1 will thus provide the history of the development of edtech, as well as a 

possible definition of it. Reflecting on the past is beneficial not only for understanding our 

current position and the reasons behind certain phenomena but also for learning from mistakes 

to prevent their recurrence. Building on this historical background and the literature review, 

this chapter also introduces a typology of edtech based on their purpose and target audience. 

This typology will serve as a framework in the final part of this thesis to analyze the risks 

associated with specific technologies. 

49. Chapter 2 acknowledges that edtech is not deployed in a vacuum and that education, in 

general, and pedagogy, as a specific science, are imbued with centuries-old discussions about 

how education and learning should be carried out. Technologies are never neutral and will 

reflect the worldview of their developers, as well as their vision of how education should take 

place. The risks presented by edtech are therefore also influenced by their interaction with the 

context in which they are deployed, as well as their leading actors. 

50. Finally, Chapter 3 discusses data colonialism as the theoretical and normative 

framework adopted by this thesis. This theory provides us with important insights to understand 

risks that may still be present even if the current data protection laws are complied with. 
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Chapter 1. The use of technology in education 

51. The history of edtech is intertwined with the history of humanity’s relationship with 

knowledge. What this timeline includes, therefore, greatly depends on the very definition of 

education, of technology and, consequently, of edtech.  

52. Education is often understood as the discipline “concerned with methods of teaching 

and learning” or with “the transmission of the values and accumulated knowledge of a society” 

(Lawson et al., 2023). It can also be seen a process involving “activities aimed at the 

development of productive, thoughtful, and responsible persons. These activities result in 

learning, or stable and persisting changes in what a person knows and can do” (Spector, 2015, 

n.p.). These two definitions share the idea that students are educated either to acquire 

knowledge or to develop a particular skill. Even in the second definition, where educational 

activities include the development of productive, thoughtful, and responsible people, the 

emphasis is still on what a person can know or do and not necessarily on what they become. 

53. With a broader and more critical view, Paulo Freire, a Brazilian pedagogue, understands 

education as a process of knowledge development, political formation, ethical manifestation, 

pursuit of beauty, scientific and technical empowerment (Freire, 2001). Freire understood 

History as a possibility, as something in motion that can actually be changed. This does not 

deny the role of the conditioning factors to which humanity is subjected. However, by opposing 

the future as something inexorable, the notion of History as a possibility recognizes the 

importance of human decisions as acts that imply rupture. It acknowledges the importance of 

consciousness and subjectivity, of the critical intervention of human beings in the 

reconstruction of the world (Freire, 2001). Education, therefore, plays a decisive role in the 

transformative path towards critical individuals and more politicized, democratic, equalitarian 

and empathetic societies. 

54. This broader understanding of the aims of education is aligned with the ones defined in 

arts. 28 and 29, CRC, as will be discussed in Part II, of this thesis. Focusing on the 

transformative and multiplier role of education is essential to gauge the power that edtech has 

in shaping it. If we fail to promote a suitable environment to achieve these goals, we risk 

hindering the development of both individuals and society as a whole. This already 

demonstrates the need to treat education as a strategic and inherently public good which 

demands transparent, democratic and fair decisions. 
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55. Akin to education, the concept of technology has also been contested throughout 

history. Saettler (2004, p. 3) understands technology2 as “a system of practical knowledge not 

necessarily reflected in things or hardware” (Saettler, 2004, p. 3). In the same vein, for Spector 

(2015, n.p.), technology would be “the systematic and replicable application of knowledge to 

achieve a purpose. Some technologies can be seen and touched (e.g., computers), whereas 

others are in the form of specific ideas and methods (e.g., a sorting algorithm)”. 

56. On the other hand, Salomon (1984) argues that the use of the word technology to define 

technical arts themselves more than the discourse on the technical arts is recent. According to 

the author, this happened mainly when these artifacts started to become something other than 

arts but a scientific endeavor. 

57. The author stresses the importance of differentiating technology from technique. The 

English language has no real equivalent of the word technique as used in French, German and 

Slavic languages. In these languages, more than something related to skills or methods, 

technique refers to all activities associated with things technical. Therefore, he argues that the 

changes introduced mainly from the XIX century onwards, when science and technical arts 

became more connected, are fundamental to the very meaning of technology (Salomon, 1984). 

58. It is not under the scope of this thesis to dig deeper into this discussion. Indeed, what is 

commonly called edtech today will more often than not be related to this more refined state of 

technique, as “the application of scientific knowledge to the practical aims of human life” (The 

Editors of Encyclopaedia Britannica, 2022, emphasis added). This is what will then inform the 

concept of edtech as described below. However, for the purposes of understanding the history 

of edtech, some educational techniques would also be considered to set the scene for the 

following developments.  

59. As becomes clearer with the different views on education and on technology, there is 

also no single and uncontroversial way of defining edtech, and many of the existing definitions 

contradict each other (Czerniewicz, 2010). Based on the definition of education by Freire and 

the broader understanding of technology, edtech will be understood in this thesis as the 

application of scientific knowledge to support both the acquisition of knowledge and skills, as 

well as the development of critical, ethical, and socially responsible individuals. 

 
2 From the Greek form techne, translated as art, craft, or skill plus logos, Greek for word, study or knowledge. 
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1.1 A brief history of edtech 

60. In this section, I will present a brief overview of the historical evolvement of edtech. 

Looking at the past is an important exercise to gain insights into the trajectory of current edtech, 

appreciating the challenges, advancements, trends and patterns that influence how we 

understand the role of edtech in our current society and how they can better serve children and 

education. However, it is not my intention to tell the story of edtech as something that builds 

up to the introduction of computers or AI, which are often seen as the pinnacle of this 

progression.  

61. Watters (2019) warns that this kind of thinking runs the risk of suggesting that education 

has become increasingly and necessarily technological over time. It can portray the digital 

classroom as an inevitable outcome, promoting a vision of teaching and learning that heavily 

rely on technology (Watters, 2019, parag. 1). The use of technology in education is truly 

promising and has the potential of realizing several fundamental rights, as emphasized in the 

introduction. However, as this thesis will argue, there is still a tendency to advocate for the use 

of technology for its own sake without engaging in a broader discussion about its alignment 

with predefined pedagogical goals and its necessity and proportionality when its benefits are 

weighed against its side effects.  

62. To view these historical developments in such a teleological manner would prioritize 

the role of technology at the expense of other social, economic, or political issues that played a 

significant role. Each technology has its own value and was/is important for its own reason. 

Unfortunately, it is not feasible to cover all the political, social, and economic aspects of each 

development. Nonetheless, this disclaimer is necessary for the critique that will follow later in 

the thesis and for encouraging readers to explore these developments and their implications 

further through the literature cited in this work. 

63. It is also worth noting that while edtech is ubiquitously present in all continents, its 

development and application have not been uniform. The COVID-19 pandemic has exposed 

significant disparities in the access to technologies used to maintain learning processes, which 

are often dictated by technical and financial constraints (UNESCO, 2023a).  

64. This overview, therefore, will primarily focus on the moment of the emergence of the 

respective technologies. This approach is not without its problems, considering that, for the 

most part, the technologies mentioned below were primarily developed and used in Europe and 
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the USA before spreading to the rest of the world. Thus, the use of some of these technologies 

in other regions, especially in Brazil, as well as some of the consequences of importing this 

technology, will be discussed later in this thesis. The history below is also not intended to be 

exhaustive; rather, its purpose is merely illustrative, highlighting key milestones that influenced 

the way current edtech is developed and deployed, as well as societal perceptions surrounding 

them. 

65. The use of practical ways to transmit knowledge and to improve learning can be traced 

back when tribal priests systematized knowledge or when pictographs were used in early 

cultures. The very development of writing—such as the Sumerian script and the Egyptian 

hieroglyphics—can be considered as one important way to facilitate communication and 

education. Other instruments, such as the abacus3, analogue computers4 and the quill pen5, were 

also gradually introduced. 

66. The invention of the printing press was undoubtedly a watershed in history. It made it 

possible for previously laboriously handwritten books to be produced quickly and at scale, 

which increased access to knowledge like never before (Saettler, 2004). With the spread of 

written knowledge, there was also an expansion of formal education in Europe, which led to 

the Renaissance and the Enlightenment periods.  

67. In 19th-century Europe, improvements in transport infrastructure led to the development 

of the first distance degree program in the University of London in 1858 (Bates, 2019). In 1873, 

a network of women teaching other women through the mail was founded by Anna Eliot 

Ticknor, the Society to Encourage Studies at Home (Briggs, 2014). During this period, 

technologies such as lantern slides also began to be utilized in the USA, particularly for adult 

education, thus initiating the visual education movement (Saettler, 2004). 

68. At the end of the 19th century and the beginning of the 20th century, the invention of 

the motion picture profoundly accelerated the use of technologies in education and its effects 

are still felt today. The great potential that this new technology could have for education was 

already perceived in the 1910s, both in Europe and in the USA. In 1911, Thomas Edison was 

 
3 The abacus is a calculating tool used at least since 480 BC by several cultures such as the Egyptians, the 
Greeks and Chinese (Briggs, 2014). 
4 Several mechanical analogue computers were developed in ancient times for astronomical calculations such as 
the astrolabe and the Antikythera mechanism (Briggs, 2014). 
5 The quill pen was usually made from a bird feather and were introduced around 700 AD (Briggs, 2014). 



37 

 

 

one of the pioneers in producing films for the educational setting, having released a series telling 

the story of the American Revolution (Saettler, 2004).  

69. In the New York Dramatic Mirro’s issue of July 9, 1913, Edison prophesied that books 

would become obsolete in schools: “[s]cholars will soon be instructed through the eye. It is 

possible to teach every branch of human knowledge with the motion picture. Our school system 

will be completely changed in ten years” (Edison, 1913, n.p., as cited in Saettler, 2004, p. 98). 

This drastic change was not possible in 10, but certainly in 100 years. A century later, as will 

be described below, Massive Open Online Courses (MOOCs) would become extremely 

popular. 

70. At Columbia University, Professor Ben D. Wood, together with University of Chicago 

Professor Frank Freeman, conducted a study with around 11,000 students involving the use of 

films in geography and general science classes. The results showed that students who were 

taught using films scored higher on end-of-unit assessments than those who were taught using 

printed materials. The study’s findings suggested that using teaching films could be a successful 

way to enhance the effectiveness of traditional pedagogical methods in schools (Watters, 2021, 

p. 64–65).  

71. According to Wood, schools should be more attuned to the individual needs of students. 

In order to achieve this goal, however, the education system should transition to what he 

referred to as “mechanical education”, which is not to be confused with a mechanistic approach. 

Perhaps this seems counterintuitive: to individualize education, one must automate it. 
To resist mechanistic education, schools must mechanize. But for education reformers 
in the early twentieth century (as for those in the early twenty-first), it was a 
conundrum they managed to justify. Indeed, this contradiction gets at the heart of calls 
for “personalization” and is central to a vision—then and now—of a modern, high-
tech, progressive learning experience (Watters, 2021, p. 68). 

72. The 1920s saw the emergence of educational radio (Saettler, 2004). Although its 

popularity dropped, especially with the rise of television broadcasting in the mid-XX century, 

it is still important for educational purposes in various parts of the world (see, for example, 

Damani and Mitchell (2020)). This was an important milestone for the history of edtech, since 

it marked the introduction of ICT in education (UNESCO, 2023b). 

73. It was also in the 1920s that the first paper on and a prototype of an “automatic teacher” 

was presented by Ohio State University’s Professor Sidney Pressey in the joint meeting of the 

American Psychological Association (APA) and the American Association for the 

Advancement of Science of 1924 (Watters, 2021, p. 35–36). The machine had various versions, 

but the most sophisticated one was based on a typewriter. While working on a set of questions 
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on a printed sheet, the student would use the device’s keys to choose their answers. The system 

was designed to immediately inform students whether their selection was correct, and it 

impeded them from proceeding to the next question until they had it right (Holmes; Bialik; 

Fadel, 2019). As will be discussed in the last part of this thesis, this strategy is still highly used 

by current personalized learning technologies. 

74. His initial attempts to put the device on the market and later to keep it were not 

successful for many reasons, but he continued his academic research on the topic. He was one 

of the first to argue that “[u]nlike the ‘mass education’ of the radio or the film projector, […] 

his Automatic Teacher would foster a more individualized classroom […] and free the teacher 

from the mechanical tasks” (Watters, 2021, p. 44–45). 

75. The first typewriter was developed in 1868 (Cortada, 1993), and in the early 1890s, 

William A Mowry and Frank Palmer already advocated the use of the machine in secondary 

schools. However, it was not until 1932 that Professor Ben D. Wood, once again working 

alongside Professor Frank Freeman, conducted research that demonstrated the benefits of using 

typewriters in classrooms, including enhanced reading habits among students and an increase 

in the amount of written work produced. This ground-breaking study paved the way for 

widespread acceptance of typewriters in the classroom, and subsequent research further 

confirmed their advantages for learning (Cothran; Mason, 1978). 

76. As a consultant to the International Business Machines Corporation (IBM), Professor 

Wood was also responsible for using machines to analyze test scores. In 1932, an IBM tabulator 

was adapted to score the Strong Vocational Interest Blank, a test used for student counselling 

that was previously costly to grade and analyze. A few years earlier, Reynold  B.  Johnson,  had 

developed his own test scoring machine, the so-called “Markograph” and was afterwards hired 

by IBM. IBM developed the first commercial test-scoring machine in 1938 (Watters, 2021, p. 

72–73).  

77. Although IBM’s scoring machines were not a commercial success, they influenced the 

testing industry and the way education was viewed. 

Just as Wood’s work with the typewriter industry had likely decreased those  
companies’ interest in manufacturing the machine that Pressey had designed, Wood’s  
work with IBM seemed to convince the company that “mechanical education”—
individualized education—was to be achieved through large-scale data analysis and 
testing machines (Watters, 2021, p. 79). 

78. In the 1940s, the invention of the television was seen as a solution to several issues 

within the educational system, such as teacher shortages and overcrowded classrooms. In the 
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USA, the introduction of classroom-based instructional television in 1947 by the Philadelphia 

school district marked a ground-breaking initiative and involved broadcasting one educational 

program per week. During the 1950s, the first educational television programs designed for 

public broadcasting were developed (Levin; Hines, 2003, p. 264).  

79. The City Colleges of Chicago took a pioneering step in 1951 by establishing a 

comprehensive system for large-scale instructional television programs that offered academic 

credit. This innovative approach allowed students to earn a degree solely by enrolling in 

television courses (The Education Coalition, [s. d.], n.p.). In Europe, television was first used 

in the 1960s for educational purposes (Bates, 2019). 

80. In 1953, after visiting his daughter’s fourth-grade math class, Harvard psychology 

professor B. F. Skinner was surprised by the way children were being taught. The students were 

seated at their desks, solving arithmetic problems displayed on the blackboard. The teacher 

moved between the rows of desks, observing the students’ work and correcting their mistakes. 

Some students finished quickly and awaited the next set of instructions, while others struggled 

and were frustrated. After the lesson, the teacher collected the papers to grade and returned 

them to the class the next day (Watters, 2021, p. 19). 

81. This violated the basic principles of Skinner’s behaviorist theory of learning and tried 

to adapt the experiments he has been carrying out with rats and pigeons to people. He tried then 

to build teaching machines, continuing the work of Sydney Pressy in the 1920s. In one of the 

models, paper disks containing questions would show up in one window, while the student 

would write their response on a roll of paper through a second one. The mechanism would 

automatically hide the student’s answer, preventing any alterations and simultaneously 

unveiling the correct one. This way, Skinner’s teaching machine delivered automatic and 

immediate reinforcement to students (Holmes, 2023, p. 95–96). 

82. In regular classrooms with human teachers, they would move too fast for some students 

and too slow for others. Therefore, Skinner thought that machine instruction would be the 

solution for students to move at their own pace. This would realize the “industrial revolution in 

education” and make it more efficient (Skinner, 1958, p. 969). Although some would see this 

as a way of implementing mass production, Skinner was of the opinion that the machines could 

rather act as private tutors. His view deserves to be cited in full length: 

(i) There is a constant interchange between program and student. Unlike lectures, 
textbooks, and the usual audio-visual aids, the machine induces sustained activity. 
The student is always alert and busy. (ii) Like a good tutor, the machine insists that a 
given point be thoroughly understood, either frame by frame or set by set, before the 
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student move on. […] (iii) Like a good tutor, the machine presents just that material 
for which the student is ready. […] (iv) Like a skillful tutor the machine helps the 
student to come up with the right answer. It does this in part though the orderly 
construction of the program and in part with techniques of hinting, prompting, 
suggesting, and so on, derived from an analysis of verbal behavior. (v) Lastly, of 
course, the machine, like the private tutor, reinforces the student for every correct 
response, using this immediate feedback not only to shape his behavior most 
efficiently but to maintain it in strength in a manner which the layman would describe 
as “holding the student’s interest” (Skinner, 1958, p. 971). 

83. The resemblance with today’s intelligent tutoring systems (ITS) and with the rationale 

behind edtech is surprising, although not a coincidence. Like teaching machines, current edtech, 

especially the ones built for personalized learning, intends to present the content according to 

each student’s level. They use nudges and other psychological mechanisms to guide learning 

and seek to reinforce certain behaviors to hold students’ attention. This shows how much the 

current technology is still based on behaviorist approaches of learning instead of more 

progressive ones. 

84. Skinner’s work has laid the foundation for the functioning of current edtech, especially 

the ones powered by AI. However, the teaching machines cannot be said to be adaptive, as 

students would go through the same set of questions and content, although at their own pace. 

This feature was what Gordon Pask tried to implement also in the early 1950s. SAKI, the self-

adjusting keyboard tutor, was created to assist keyboard operators in mastering the use of a 

card-punching device for data processing. The assigned exercises were tailored according to 

the learner’s unique progress, as indicated by a dynamic probabilistic student model (Holmes; 

Bialik; Fadel, 2019, p. 98). 

85. The rapid development of ICTs in the second half of the 20th century dramatically 

changed how humanity deals with data and knowledge, bringing new perspectives to the 

educational sector. The rise of personal computers (PC) in the 1970s and 1980s made this 

technology more accessible, especially in Europe and the USA. In 1971, Michel S. Hart typed 

the text of the United States Declaration of Independence and transmitted it to others in the 

computer network he had access to at the University of Illinois. It was the first document of 

what would become the Project Gutenberg6.  

86. After the Apple II’s release in 1977, the Minnesota Education Computing Consortium 

procured 500 computers to distribute among schools in the state. In the 1980s, Apple initiated 

a campaign to promote the usage of their computers in American public schools. They actively 

 
6 Project Gutenberg is the first online library of free eBooks to be ever established (Project Gutenberg, [s. d.]). 
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lobbied for the passage of a bill in the US Congress and in California to support their cause. In 

California, a bill was passed granting a 25% tax credit against the state corporate income tax 

for computer equipment donations to schools. Taking advantage of this incentive, Apple 

donated a computer to each of the approximately 9000 eligible elementary and secondary 

schools in California. This significant expansion into California’s educational institutions, 

combined with the launch of the Macintosh in 1984, led to Apple’s rapid domination of the 

education PC market, at least for a certain period (Watters, 2015). 

87. In Finland, the subject of “automated data processing” was introduced in schools. 

Programming was not being taught to train programmers, but rather to develop student’s logic 

and math skills (Leinonen, [s. d.]). However, with all the challenges that computers raised at 

that moment, teachers who constantly used them in their classrooms were the exception 

(Corcoran, 2013). 

88. At this stage, pedagogical thinking was often based on Computer-based Training 

(CBT)7 or Computer-based Learning (CBL)8, types of Computer-Aided Instruction (CAI), 

where the interaction would occur between the student and computer drills, micro-worlds and 

simulations. However, these programs lacked adaptability, which Jaime Carbonell attempted to 

implement through a system called SCHOLAR in 1970. This is known to be the first 

implementation of AI in CAI (Holmes; Bialik; Fadel, 2019, p. 100). 

89. A second phase of the history of computers in education began in the late 1980s and 

early 1990s when multimedia computers came to the mass market. Multimedia was seen as a 

method to cater to the different ways people learn (Leinonen, [s. d.]). The advent of the Compact 

Disc-Read Only Memory (CD-ROM) was probably the first way most people came into contact 

with educational programs for computers. 

90. The popularization of the World Wide Web in the mid-1990s, even with the simple 

design characteristic of Web 1.0, created many opportunities for education. First, it removed 

 
7 CBT is an interactive instructional approach in which the computer, taking the place of an instructor, provides a 
series of stimuli to the student ranging from questions to be answered to choices or decisions to be made. The 
CBT then provides feedback based on the student’s response (Computer-based training, 2009). 
8 “Computer-Based Learning has emerged in response to Computer-based training (CBT) and as its name it is 
more focused on Learning. […] The 1980’s and 1990’s produced a variety of schools that can be put under the 
umbrella of the label “Computer Based Learning” (CBL). Frequently based on constructivist and cognitivist 
learning theories, these environments focused on teaching both abstract and domain-specific problem solving. 
Preferred technologies were micro-worlds (computer environments were [sic] learners could explore and build), 
simulations (computer environments where learner [sic] can play with parameters of dynamic systems) and 
hypertext” (Computer-based learning, 2009, n.p.). 
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the filter of knowledge publication and for this alone it can be considered the most significant 

socio-technological change since the invention of the printing press. With the wikis at the end 

of the 1990s, this process became collaborative, a shared enterprise. Second, it made 

communication (such as between researchers) easier. Teaching resources also began to be 

shared, which started the open education movement (Weller, 2020). 

91. As with almost anything in this period, learning gained its e- form. The concept of e-

learning started to spread, and although it initially covered any use of electronic media in 

learning, its interpretation gradually narrowed down to online learning (Weller, 2020). The 

hype around e-learning, however, also presented its challenges. With e-learning, the e-learning 

industry and markets for courses and systems emerged. However, many of these offerings were 

developed without a thorough prior assessment of their actual need and purpose (Leinonen, [s. 

d.]). As often happens with other edtech, they  

were shown to be designed primarily to prove their success rather than to find 
solutions to perennial educational problems. The prevailing impulse of these 
innovations and reforms [was] characterized solely by a desire for improvisation and 
typically they lacked any sound theoretical or experimental foundation (Saettler, 
2004, p. 399). 

92. Around 2002, Learning Management Systems (LMS), or Virtual Learning 

Environments (VLE), became the dominant and most successful edtech. They were created to 

be the central e-learning technology, and it dismissed the need to use several tools at once, such 

as bulletin boards for communication, content management systems and web pages (Weller, 

2020). In the beginning, LMS were often used as a virtual replica of the physical classroom, 

where lectures and notes would be uploaded without much experimentation in terms of 

pedagogy. Its true potential was only realized with time. 

93. In terms of terminology, the term VLE has been criticized because of the word “virtual” 

and of the idea that “learning through such an environment is a poor relation to any learning 

that takes place in a face-to-face setting” (Weller, 2007). With the intense increase in the 

number of sensors implemented in physical spaces, the existence of a virtual world was also 

contested, since it could imply that it is not real or its consequences not as tangible. On the other 

hand, LMS has also been objected due to the suggestion that it could manage students’ learning, 

which would not be aligned with more exploratory and constructivist pedagogies (Weller, 

2007). Ultimately, however, these two terms have been used interchangeably and can be 

considered synonyms. 
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94. Around 2007, there was a peak of interest in the so-called online virtual worlds, 

especially by higher education institutions. The platform Second Life was particularly popular 

and universities would lease islands to create their own virtual environment through avatars. At 

the time, it was mainly used for lectures, and it could be integrated with other technologies such 

as the LMS Moodle (Weller, 2020).  

95. Weller (2020) notes that, although the expectations were very high, they did not gain 

much traction. First, there was a lack of imagination on how to use it beyond lectures. If that 

was the main goal, regular streaming technology could be used instead. Second, it required 

good computer hardware and internet broadband, which was not the case for all students and 

schools. There was also the problem related to abusive behavior, such as virtual vandalism or 

classroom interferences. In terms of accessibility, some students were not able to use the online 

environment due to visual impairments. This is as a prime example of technology being used 

for its own sake, taking precedence over serving a pedagogical purpose (Weller, 2020). These 

ideas are currently reflected in the use of the metaverse in education, as will be further discussed 

below. 

96. The rise of online worlds has also emphasized the use of games for educational 

purposes, as well as the implementation of gamification design patterns in edtech more broadly. 

Gamification can be understood as a “design strategy used to promote engagement and activity 

across a wide range of digital products and services” (5Rights Foundation, 2021, p. 34) and is 

increasingly used in education. Digital badges, for example, became a trend in 2015 and are 

used to digitally represent skills or experiences acquired by the student (Weller, 2020). With 

different technologies competing for children’s attention and with the increasing 

implementation of stimuli for completing tasks (highly linked to behaviorist views of 

education), gamification strategies are increasingly present in edtech. 

97. By 2011, with the plethora of services available for learning, a new movement began 

gaining traction. The collection of the various support tools used by learners and educators 

came to be known as “Personal Learning Environment (PLE)” and it was seen as a way to 

enable learners’ control and personalization. Instead of a single LMS technology universally 

used by all, PLEs could be built by learners themselves based on their needs. Initially 

conceptualized as simple diagrams illustrating the tools individuals employed within their 

learning contexts, discussions quickly shifted toward the potential integration of data from these 

diverse platforms  (Weller, 2020). 



44 

 

 

98. Despite various factors leading to the eventual waning of the PLE hype, personalization 

has remained a coveted goal in education. The SCHOLAR system, as previously described, is 

considered to be the first ITS, which is the base for the majority of the technologies used for 

personalized learning today. 

99. 2012 was declared by The New York Times as the year of MOOCs (Pappano, 2012). 

Although the idea of running open courses was not something novel by this time, the 

convergence of some technologies as well as the sudden popularity of Stanford professor 

Sebastian Thrun’s course on AI attracted all possible headlines (Weller, 2020). Many have 

portrayed MOOCs as revolutionary technology, but they did not live up to all expectations. 

Among the emerged issues were low competition rates, lack of demographic diversity (most 

participants were already educated) and lack of a sustainable business model. Over time, 

MOOC providers began integrating e-learning within traditional education systems and 

underwent changes to their business models. 

100. From a strictly educational point of view, MOOCs offered numerous advantages, 

including the expansion of learning opportunities and open practices (even if this is the case 

only for enrolling and not for licensing) (Weller, 2020). However, the rise of MOOCs revealed 

a deeper attitude towards edtech and the narrative created around them played a significant role 

in their success. The first element of this narrative is the idea that “education is broken”. The 

second is the belief that Silicon Valley technologies were the solution (Weller, 2014). This 

narrative persists today, as briefly discussed in the introduction, and permeates the deployment 

of several other edtech. In 2021, the number of students enrolled in MOOCs reached 220 

million (Shah, 2021). 

101. After the MOOC trend, 2014 was marked by the peak of the discussion on learning 

analytics and the role of AI in education more broadly. The use of AI in education, with its 

automation capabilities based on associations, brings about a tremendous shift compared to 

traditional edtech. It not only captures data but also detects patterns within them and automates 

decision-making (Cardona; Rodríguez; Ishmael, 2023, p. 1).  

102. These features can enhance educational services by improving the adaptivity of learning 

resources and supporting teachers’ roles through automation. For instance, AI systems can draft 

curriculum and lesson plans, recommend content and help teachers develop tests. Educational 

chatbots help guide student learning, student admission and learning feedback (Hillman et al., 

2023). However, they also raise serious concerns regarding privacy and data protection, due to 
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their need to use large amounts of data, as well as their ethical and pedagogical implications. 

The automation feature of AI also promotes scalability, which means that the unintended or 

unexpected consequences can be direr (Cardona; Rodríguez; Ishmael, 2023, p. 3) and 

individualistic solutions can be shortsighted. Considering that AI capabilities permeate the main 

edtech adopted nowadays, these risks, mainly those related to children’s privacy and data 

protection, will be unpacked in due time throughout the thesis. 

103. Since the early 2000s, biometric technology—used for measuring a person’s unique 

characteristics for identification purposes—has also been gradually introduced in schools 

worldwide. These characteristics include fingerprints, iris scans, voice patterns, behavior and 

more. Such data serve various purposes, such as enhancing school security, facilitating canteen 

payments, managing library borrowing, controlling door and locker access, enabling 

photocopying and access to computers etc. (Swist et al., 2022). The use of biometrics in schools 

sparks a debate not only concerning the challenges posed by AI and datafication, but also 

regarding the necessity and proportionality of using very intrusive and surveillance 

technologies in education, especially when other forms of identification could suffice for the 

school’s intended purposes (King; Persoon, 2022). 

104. Around the mid to late 2010s, XR technologies became more accessible and affordable, 

thus being increasingly used for educational purposes. XR is a multimodal technology, which 

enables the merging of physical and digital realities. It includes augmented reality (AR), virtual 

reality (VR) and mixed reality (MR) (Cortesi et al., 2021, p. 6).  

105. The applicability of XR in education is still under-researched, but, according to Cortesi 

et al. (2021, p. 9–10), preliminary evidence suggests that XR could be potentially used in three 

main areas. First, XR technologies offer potential for skill-based learning, particularly in 

learning foreign languages, as immersion has shown to be beneficial for it. Second, XR can 

significantly broaden the range of hands-on learning experiences available to students, such as 

virtual journeys inside the human body. Lastly, XR provides new functionalities and 

opportunities for learners to engage in new ways that were previously not possible with other 

technological tools. It could be used, for example, in architecture classes to simulate designs. 

106. Seen as the culmination or realization of the full potential of XR, as well as a way to 

solve some of the issues brought about by the COVID-19 pandemic, the metaverse is perceived 

as a technology that holds significant potential for education. Although the first attempts to 

introduce “virtual worlds” in education did not succeed around 2007, the metaverse discussions 
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came back with a vengeance after more than a decade, with even the company Facebook 

changing its name to “Meta” to mark this “new phase” of the internet—and also for rebranding 

purposes due to the controversies associated with its previous name (Isaac, 2021). Even 

nowadays, however, it can be said that society is still not technologically nor culturally ready 

for the metaverse. With the rising popularity of games such as Roblox, Minecraft and Pokemon 

Go, what we witness is a plurality of online worlds within a multiverse (Peckham, 2020) that 

represents the transition to the new digital frontier.  

107. In education, metaverse-based learning promises to be more than the combination of in-

person learning and screen-based remote learning. The main idea is to compensate for the 

limitations of both models (Zhang et al., 2022), blending the analogue, online and augmented 

reality together for a seamless transition. However, the current state of the “multiverse” is still 

in the hands of a few companies. If education is to somehow profit from this new technology, 

it is crucial to start a discussion on public-service media and non-commercial zones in the 

metaverse, where under-served ideas, information and communities can flourish (Kleeman, 

2021). 

108. In 2020, the COVID-19 pandemic disrupted education around the world and every 

social interaction became digital by default. As described in this history, (digital) ICT have 

always played an important role in education, but the pandemic accelerated their 

implementation overnight. It indeed introduced new ways of learning, but also exacerbated 

existing inequalities, which prevented many children from fulfilling their right to education. 

Even when technology was easily accessible, technology-centered methods often resulted in 

low engagement and poor achievement (UNESCO, 2023a, 2023b, p. 12). It also aggravated the 

risks to children’s right to privacy and data protection, as they would use the digital environment 

not only for learning, but also for playing, and socially interacting. 

109. With the limited historical distance currently available, we can view the COVID-19 

pandemic as a prime illustration of the risks of technological solutionism and “challenge the 

assertion that educational technology investment necessarily strengthens education system 

resilience, and […] that expenditure on education technology should necessarily scale up” 

(UNESCO, 2023b, p. 12).  

110. At the end of 2022 and beginning of 2023, with the launch of ChatGPT, generative AI 

systems became extremely popular and have once again sparked discussions on the role of AI 

not only in education, but in society as a whole (Center for Democracy & Technology (CDT), 
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2023). The very concept of generative AI is still disputed, but one way of defining it is “a 

technology that (i) leverages deep learning models to (ii) generate human-like content (e.g., 

images, words) in response to (iii) complex and varied prompts (e.g., languages, instructions, 

questions)” (Lim et al., 2023, p. 2). As a relatively new technology, the challenges and 

opportunities of its use are still being mapped, but attention has been especially given to 

discussions like plagiarism, the relevance and role of assessments, limitations in relation to 

current data, the spread of misinformation, and new skills that students and teachers will need 

to develop (Center for Democracy & Technology (CDT), 2023; Lim et al., 2023; UNESCO, 

2023b). 

111. Looking ahead towards the future of edtech, in a rapidly evolving world, new 

technologies emerge at an ever-accelerating pace, and AI systems capabilities seem to be 

developing on a monthly basis. This emphasizes the need not only to understand the operation 

of each of these emerging technologies but also to determine what kind of education we 

envision and what schools should offer to enable students to navigate a future in which humans 

and machines will be intricately interconnected. Understanding education as a promoter of the 

vision of history as possibility, more important than ever, “[e]ducation systems need to return 

agency to learners and remind young people that we remain at the helm of technology. There 

is no predetermined course” (Giannini, 2023, p. 4). 

1.2 Edtech typology 

112. As the brief history outlined above demonstrates, a wide range of technologies has been 

applied to education. For the most part, they were not initially designed for this specific purpose, 

which gives rise to particular challenges related to children’s human rights. To systematize the 

discussion and gain a better understanding of edtech’s various applications, this section aims to 

present a possible typology of edtech. This typology will serve as the foundation for explaining 

the scope of this thesis and determining the technologies that will undergo a legal analysis.  

113. This typology was developed through the clustering and adaptation of previous 

research, as in Fedders (2019), Holmes et al. (2019), Pangrazio, Selwyn and Cumbo (2022), 

and Holmes et al. (2022). Since the central topic of this thesis is understanding the risks 

associated with children’s rights to privacy and to the protection of personal data, the typology 

will focus on digital ICT. ICT are understood as  
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a diverse set of technological tools and resources used to transmit, store, create, share 
or exchange information. These technological tools and resources include computers, 
the Internet (websites, blogs and emails), live broadcasting technologies (radio, 
television and webcasting), recorded broadcasting technologies (podcasting, audio 
and video players, and storage devices) and telephony (fixed or mobile, satellite, 
visio/video-conferencing, etc.) (UNESCO Institute for Statistics (UIS), 2009, p. 120).  

114. More specifically, this thesis will concentrate on data-driven digital ICT, which 

encompasses technologies that collect, analyze, and make decisions based on data. These 

processes can be carried out by traditional data analysis technologies (which heavily rely on 

humans), using statistical methods and other mathematical techniques to identify patterns, 

discover relationships and gain insights from data. However, more often than not, this has been 

done by AI, including symbolic AI techniques or, more commonly (and also more heavily 

dependent on data), ML techniques. 

115. Defining AI is a very challenging task and there is no single definition that is universally 

accepted. For the purposes of this thesis, I will apply the definition provided by UNICEF. 

According to UNICEF (2021, p. 16), AI are 

machine-based systems that can, given a set of human-defined objectives, make 
predictions, recommendations, or decisions that influence real or virtual 
environments. AI systems interact with us and act on our environment, either directly 
or indirectly. Often, they appear to operate autonomously, and can adapt their 
behavior by learning about the context. 

116. This is a very interesting and functional definition. It incorporates various types of AI, 

and has a critical view of the role that humans play in their development and utilization (they 

depend on “human-defined objectives” and only “appear to operate autonomously”). However, 

this definition also has its drawbacks. One example is the application of the notion of learning 

to AI systems, which could be understood as something inherently human, dependent on agency 

and consciousness (Holmes et al., 2022, p. 16). What machine learning algorithms actually do 

is essentially recognize patterns in the wealth of data they are fed with (Solove, 2024). 

117. Based on these initial definitions, the typology can be presented. It is important to note, 

however, that the boundaries between each category are not always clear and the same 

technology can be used for different purposes and in different contexts. Especially when they 

are supposed to be a central hub or LMS, they will also often provide many options and 

possibilities to schools, educators and students, enabling it to feature in more than one category. 

The function of the typology is, therefore, to assist us in navigating this complex environment 

with a significant amount of available technology. Figure 1 provides a visualization of the 

typology. 
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Figure 1 - Edtech typology 

 

118. The primary distinction that should be made is between the use of edtech for providing 

education and for learning about education. When it comes to providing education, 

technologies can be used, first, to support educational institutions. This includes supporting 

admission processes, managing student’s and school’s data, timetabling, managing resources 
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management, as well as facilitating communication among the school staff, students and 

parents/legal guardians. This encompasses processing data such as enrolment, attendance, 

grades, schedules, academic records, contact details, social media, human resources, business 

data and finances. Schools often use one or more platforms to help them manage these data. If 

understood more broadly, this category could also include parallel activities that use technology 

to support the institution. An example would be school security—whether physical or online—

by applying video cameras (including the ones powered with facial recognition), iris detector, 

metal detector, turnstiles, etc. 

119. Second, technology plays a crucial role in supporting teaching and learning. This 

includes a wide range of tools such as LMS, document creation applications, e-textbooks, online 

tutoring, e-proctoring systems, educational games, chatbots, and automated writing evaluation 

systems. These technologies can be more focused on students themselves, by automating 

teacher functions and promoting independent learning. They include personalized learning 

technologies, virtual laboratories, online resources, progress tracking tools, educational games, 

and chatbots. On the other hand, they can be designed to directly assist teachers by streamlining 

and automating tasks, such as automated correction, content delivery, remote tutoring, online 

proctoring, plagiarism detection, student support etc.  

120. Most AI research in education has been developed with a focus on supporting students, 

often by taking over teacher-related tasks. In contrast, limited research has been conducted on 

AI systems designed explicitly to aid teachers instead of replacing them. Frequently, designers 

think of teachers only at the end of the process by adding, for example, a dashboard to the 

application (Miao et al., 2021). However, the examples above highlight the flexible boundary 

between technologies that focus on students and the ones that focus on teachers (Holmes; 

Bialik; Fadel, 2019, p. 21). 

121. Edtech could also be used for learning about education, commonly known as learning 

analytics or educational data mining within the AI field. This meta level encompasses 

collecting, analyzing, and interpreting data from edtech to understand and optimize learning 

and learning environments. In other words, the data collected during interactions between 

students, educators and the edtech platform is not only restricted to the initial purposes of the 

application but serves as a basis for uncovering patterns of how the learning process takes place. 

This generates new data that can be, eventually, fed back into the system to improve the 

algorithm or used for other purposes. This will be better detailed in the last part of the thesis.  
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122. Before moving to the second chapter, I would like to highlight that the above typology 

is just one way to cluster educational technologies and can certainly be complemented by other 

ones focusing on different aspects. It was based on who/what the technology supports, as well 

as their purposes, but it is also possible to group edtech based on the means through which it is 

presented to these stakeholders, for instance. The table below shows, within the global market 

share of edtech, examples of different ways edtech presents itself to the public, either as 

hardware, software or a service. 

Table 1 - Examples of EdTech “products”, with % Global Market share (2019) 

EdTech Hardware 
(9%) 

EdTech Software 
(49%) EdTech Services (42%) 

Classroom 
Technology and 

Institutional Devices, 
including VR, XR, 
head-sets and other 
simulation devices. 

Marketplaces, Peer to 
Peer Learning, Coaching 
and Mentoring Networks, 

Apps, Cloud-based 
management systems and 

tools. 

All online forms of Primary and 
secondary education, higher 
education, tutoring and test 

preparation, online program managers 
and Bootcamps, as well as digital 
internships, apprenticeships and 

mentoring. 

Source : Adapted from Vicentini et al. (2022, p. 16) 

Interim conclusion 

123. When tracing the historical evolution of edtech, we can perceive how diverse and rich 

its different applications are. We must look at this past not merely as steps leading us to the use 

of computers and AI in education, but as decisions made by humans that provide insights into 

how we can understand and regulate current technologies. Many of these technologies were not 

designed with education or children in mind, which can pose extra challenges to children’s 

rights. 

124. As we will see in the upcoming chapters, the education measurement movement, along 

with behaviorism, which played significant roles throughout the 20th century and shaped the 

development of early teaching machines, continue to influence current edtech. Therefore, 

reflecting on the past and the technologies that preceded those we use today also helps us 

understand enduring patterns and learn from previous experiences. 

125. Setting the stage for the legal analysis, I have also introduced a typology of edtech that 

guides us through the complexity and great amount of edtech currently available to educators. 
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As in any categorization of complex phenomena of reality, the boundaries between the 

categories are blurred. Nevertheless, it can still be workable and helpful in identifying and 

systematizing the impacts that technologies have on the privacy and data protection of children. 

This typology will be used in the final part of the thesis when risks related to edtech to these 

rights will be mapped.  
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Chapter 2. Exploring the interplay between edtech and longstanding discussions in 
education 

126. The proliferation of edtech, especially the introduction of digital ICT in education, has 

sparked a dynamic interaction between educational developments and the imperatives and 

constraints introduced by technology. On the one hand, edtech is imbued with specific design 

features that either enhance or limit certain actions and pedagogical methodologies. On the 

other hand, they were not introduced in a vacuum nor applied to blank slates, as education was 

already undergoing significant changes that benefit or face challenges in adapting to 

technology. As previously discussed, education is an inherently political and contested domain 

that encompasses various strands of theory and practice, each interacting with technology in 

unique ways.  

127. This chapter will thus seek to present some of the main issues that arise from this mtual 

influence. This includes enduring questions such as the role of private actors in education, the 

demand for “efficiency,” and the learnification of education phenomenon, as well as more 

contemporary issues, such as the concept of platform learning. Each of them represents a crucial 

dimension shaping the present and future trajectory of education, raising significant issues 

about its nature, its role in society and how technology interferes with it. This chapter is 

important for gaining a broader and more holistic understanding of the risks that technologies 

can pose to children’s privacy and data protection. Some of the trends analyzed here may either 

curb or encourage certain technological features, affecting these rights to varying degrees. 

2.1 Public and private values in education 

128. Public institutions are foundations of western societies and some sectors, such as 

education, are considered public or common goods (UNESCO, 2015), essential for the 

maintenance of the rule of law, democracy, and human rights. Education is crucial to equip 

individuals to make informed decisions within a community, enable civic participation; foster 

tolerance and diversity, as well as promote social and economic development. 

129. Public education can actually be considered as a matter of international human rights 

law. The structure of the rights within the CRC and the International Covenant on Economic, 

Social and Cultural Rights (ICESCR) is such that they first lay down the right to education (as 

well as the general principles that should be sought in order to fulfil it), only then to recognize 
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a right for individuals to establish and attend schools other than public ones. The scheme and 

the wording of these provisions would prioritize education provided by states as the “norm” 

(Mowbray, 2021). 

130. We can also argue that public education is the best form of democratic education. 

Heimans et al. (2022, p. 71) is of the view that “what is ‘public’ about public education emerges 

from when democracy is put into practice in education”. Democracy here is focused not only 

on the system’s features (such as voting, political representation etc.), but on democratic acts 

or moments. When people engage in these acts and moments and become part of them, 

especially those who were previously excluded from the sense-making process, it can be said 

that education “becomes public” (Heimans; Singh; Kwok, 2022). According to the authors, this 

kind of education would be at odds with efforts of standardization and the perception of 

education as a product that could be exchanged in the market. 

131. However, with the globally growth of neoliberal policies in the 1980s, the public sector 

started to be depicted as unproductive in comparison with the private sector, leading to the 

worldwide implementation of policies limiting public expenditure. This phenomenon has 

fostered the marketization of education, i.e., the “creation of a series of policy logics that aim 

to create quasi-markets in education” (Hogan; Thompson, 2021, p. 3). This was especially 

reinforced by the education sector strategies encouraged by the World Bank in developing 

countries (Singh, 2015a). 

132. This means that private actors are increasingly involved in a service that was once 

mainly provided by the state. While the relationship between public and private entities in 

education has always existed (consider, for instance, the commercialization of textbooks), this 

has intensified (Hogan; Thompson, 2021), resulting in an environment characterized by 

“power-sharing, negotiation and competition, where decisions are made through a complex web 

of network interactions” (Castells, 2010, as cited in Hogan; Thompson, 2021, p. 3). It also 

implies that the service is more focused on individual needs, rather than on the common good, 

potentially fostering discrimination, and hampering equality of opportunities and social justice 

(Singh, 2015a). 

133. The marketization of education can be realized in two forms: privatization and 

commercialization.  

Privatization is the development of quasi-markets through institutional and policy 
structures that privilege parental choice, school autonomy and venture philanthropy, 
often with the state regulating for public accountability. It happens to schools. [… On 
the other hand], [c]ommercialization is the creation, marketing and sale of education 
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goods and services for commercial gain. It happens in schools. […] While 
privatization is about the logics of who conducts education, commercialization is 
about how actors profit from the “commodification” of education (Hogan; Thompson, 
2021, p. 3, emphasis in the original). 

134. The school influenced by neoliberal policies is then related to understanding education 

as an essentially private good, whose value is, above all, economic. According to this narrative, 

education should not necessarily be provided by society, or the government, but should be 

mainly the product of the investment of individuals. The notion of the full autonomy of 

individuals with no strings attached, except those they themselves recognize by their own will, 

corresponds to institutions focused on serving particular interests, transforming citizens into 

clients (Laval, 2019, p. 17).  

135. The reduced involvement of the government, the marketization phenomenon, and the 

responsibilisation of individuals through economics compel people to make risky choices about 

every aspect of their lives, including education. Peters (2005, p. 131) explains that “‘[c]hoice’ 

assumes a much wider role under neoliberalism: it is not simply ‘consumer sovereignty’ but 

rather a moralization and responsibilisation, a regulated transfer of choice-making 

responsibility from the state to the individual in the social market”. If individuals are to bear 

the responsibility and possibly the costs of education, that also means that providing several 

market options would be the best strategy to improve competition and diversification in the 

service provided (Lubienski, 2021, p. 22). 

136. This not only places the burden on individuals, who do not necessarily have all the 

information and bargaining power to make a decision suited to their best interests, but is also 

corrosive to democracy. A “consumer-based public sector is limited in its ability to address the 

perverse effects of choices and to build stable and reliable institutions” (Needham, 2003, as 

cited in Peters, 2005, p. 135–136). If, on the other hand, the provision of education is focused 

on its collective benefits, then the emphasis should be on “issues of access and adequacy, equity 

of outcomes and guaranteeing that all students have quality schools—issues often better 

addressed by public governance or direct state provision” (Lubienski, 2021, p. 22). 

137. The dynamics of the private sector are introduced in the public sector primarily under 

the efficiency argument, which will be further elucidated in Section 2.3. This is brought about 

by reducing public investment in education: more needs to be done with a smaller budget, and 

management techniques that have already been put to the test in the private sector start to be 

incorporated (Laval, 2019, p. 193). When it comes to edtech, the role that private actors have 

on taking important decisions in education also increases, ranging from determining (part of) 
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the content that is learned, to defining pedagogical strategies and interpretating a child’s 

educational development (Knox, 2020).  

138. Edtech wields immense influence over contemporary childhood education, shaping 

what can and cannot exist, setting priorities, and fundamentally defining its nature based on the 

investors backing edtech companies. Edtech made education investable, which means that more 

than financial decisions, investors make political decisions that affect the whole society 

(Komljenovic et al., 2023). As one edtech investor puts it, the most difficult part in investing 

in innovation is “[w]hich new ideas will work? Which new ideas will be purchased—at what 

unit price and what gross margin? Which new ideas will scale and deliver consistent and 

increasing revenue, ROI [Return of Investment] and profitability? […]” (Palmer, 2022, n.p.). 

2.1.1 The role of philanthropy in education  

139. The role of philanthropy also contributes to the privatization and commercialization 

phenomena. This is of course not a new event, but “the new generation of impact or ‘venture 

philanthropy’ often treats giving as an investment that needs to be strategically managed for 

maximum effectiveness and return” (Saltman, 2010, as cited in Lubienski, 2021, p. 23).  

140. Important examples include the Gates Foundation, Dell Foundation and Chan-

Zuckerberg Initiative, all of them related to technology companies. Although they are very 

much relevant in the USA, they already have a lot of influence in the whole world. These 

institutions embrace varied agendas, but they converge in transforming schools through top-

down market models and business approaches, funding institutions and individuals, and 

defending advocacy strategies in public policy (Lubienski, 2021, p. 24).  

141. The emphasis on individual purposes present in philanthropist agendas has severe 

implications for the governance of education, as the methodologies and remedies used to tackle 

educational problems will be defined by their interests. After analyzing the “social divisions” 9 

within some big tech companies, Magalhães and Couldry (2021) argue that these companies 

understand social good as being datafied, probabilistic and profitable.  

142. By datafied, the authors mean that “social good is generally taken as proportional to and 

made comprehensible by the quantity, type, and granularity of the data that can be gathered” 

 
9 By this, the authors mean “more or less organized sectors within Google, Facebook, Amazon, Microsoft, and 
IBM that define themselves as geared toward helping (typically, vulnerable) people, not profit” (Magalhães; 
Couldry, 2021, p. 347). 
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(Magalhães; Couldry, 2021, p. 349). The lack of data is generally seen as a barrier that impedes 

social good to be realized and the investment and tools provided by big tech as the solution. 

This is also related to the fact that data about humanity in general is increasingly held in private 

hands.  

143. The datafication of social good leads to the idea of probabilistic good, as the attempt to 

make sense of data is related to a language of probability. The problem with this approach is 

that “the  association  between  (probably)  doing  good  and  (necessarily) allowing some harm 

to happen flows automatically from the probabilistic notion of algorithmic knowledge on which 

proponents of datafied social good choose to rely, as their model for producing social 

knowledge” (Magalhães; Couldry, 2021, p. 352). 

144. Finally, the projects conducted by these social divisions seem to be inseparable from 

profit generation, as datafication can hardly be separated from commodification (Dijck; Poell; 

Waal, 2018, p. 121). This happens not only because of their role in big tech’s marketing 

strategies, but also because they are entangled with their commercial products (Magalhães; 

Couldry, 2021). As will be further discussed in Part III of this thesis, Google Workspace for 

Education serves as a prime example of this model. Although mostly offered at no cost, it 

concurrently collects vast amounts of data from students, which may potentially be leveraged 

for commercial purposes.  

145. This kind of philanthropy is often driven by the idea of disrupting sectors, such as 

education, but it also “tends not to act in ways that are counter to the interests of the wealthy, 

nor to ‘disrupt’ the systems or exploitative practices that produced the vast fortunes that these 

philanthropists now leverage” (Lubienski, 2021, p. 30). It also raises the question of the origin 

of the money employed by these organizations, as they are often linked to predatory business 

practices (Lubienski, 2021). 

146. The digital transformation in public sectors such as education (partially) funded by the 

private sector is often seen as very attractive and benign (Alston, 2019, p. 4). However, beyond 

the challenge of estimating the effects of this influence on education10, if imbued with strong 

individualistic and private values, it can also be viewed as a “Trojan Horse for neoliberal 

hostility towards welfare and regulation”, as described by the former UN Special Rapporteur 

on extreme poverty and human rights, Philip Alston (2019, p. 12). This has a significant impact 

 
10 See, for example, Strauss (2013) and Hess (2020). 
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on countries that do not have large-scale data actors, robust systems for data processing, and 

have limited connectivity infrastructure (Magalhães; Couldry, 2021, p. 346). 

2.2 The “learnification” of education 

147. According to Biesta (2010), the last decades have seen the intensification of a 

phenomenon called the learnification of education. This means that the discourse around 

education has been translated into a discourse of learning, i.e., a narrative that focuses solely 

on the knowledge and skills that should be acquired by individuals. Teaching is seen as an 

activity that supports or facilitates learning (Biesta, 2016a, p. 15). 

148. This results from a confluence of events rather than the intended outcome of a particular 

agenda. The author highlights four main trends contributing to it: a) emerging theories of 

learning, especially constructivist and sociocultural theories, which challenge the idea that 

learning is a passive exercise and advocate for the active construction of knowledge by learners; 

b) postmodernism, which understands education as a project of modernity, intimately connected 

with the Enlightenment. It casts doubt on the idea that education can emancipate students 

through rationality and critical thinking; c) the silent explosion of adult learning, and the fact 

that people spend increasingly amounts of time and resources on learning both withing and 

outside established educational institutions; and d) the erosion of the Welfare State; While 

neoliberalism’s market-oriented ideology has not entirely supplanted the principles of the 

Welfare State, such as universal education, the dynamics of citizen-government relations have 

shifted. Instead of a political relationship, it is increasingly an economic relationship, where the 

state is seen as a provider of public services and the taxpayer as a consumer (Biesta, 2016a, p. 

17–19). 

149. The main issue related to this language is that it, deliberately or not, promotes the idea 

of education as an economic transaction, where the learner has needs that the educator should 

fulfil. Ultimately, education becomes a “thing”, a commodity that can be consumed by the 

learner (Biesta, 2016a, p. 19–20), which is related to the issue of private actors in education as 

discussed above. 

This is the logic that lies behind the idea that educational institutions and individual 
educators should be flexible, that they should respond to the needs of the learners, that 
they should give their learners value for money, and perhaps even that they should 
operate on the principle that the learner/customer is always right (Biesta, 2016a, p. 
20). 
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150. It assumes that children and their parents or legal guardians know exactly and in detail 

what they want from school. This assumption fails to consider that one of the primary objectives 

of pursuing education is to determine one’s actual needs, and this process heavily relies on the 

involvement of educational professionals with the necessary expertise (Biesta, 2005, p. 59). 

That is exactly the difference between a market model and a professional model, which lies in 

the latter’s emphasis on producers not just servicing a need, but also helping define it (Feinberg, 

2001, p. 403, as cited in Biesta, 2005, p. 59).  

151. The learnification phenomenon is also aligned with understanding education as the 

provision of human capital for the economy (Holmes et al., 2022, p. 27). This human capital 

should be qualified and skilled and, therefore, the focus of education should be on the content 

that children are receiving. 

152. It is important to highlight that this new language is not problematic per se and can even 

empower individuals to take control of their educational agendas. It could also help redress 

imbalances created by inflexible and provider-led situations, excluding many from educational 

opportunities (Biesta, 2016a). However, the language we use to describe the world directly 

influences reality and set the boundaries of what is possible to be said, to know, to be thought 

and, ultimately, to be done (Biesta, 2005, p. 54).  

153. Framing education as purely learning reduces its scope and reach. It focuses only on the 

qualification aspect of education (related to acquiring knowledge, skills, values etc.), and 

sidelines the aspects of socialization (“the ways in which, through education, we become part 

of existing traditions and ways of doing and being”) and of subjectification (related to the 

subjectivity or “subject-ness” of the educated, raising questions related to emancipation and 

freedom) (Biesta, 2016b, p. 4). The “learnification model is predicated on the real-time, short-

term process of learning, while education involves a simultaneous nourishing of intellectual, 

social, technical, and cognitive skills and involves a longer trajectory over a period of years” 

(Dijck; Poell; Waal, 2018, p. 124).  

154. If the problems stem from inequality and limited access to education, the priority should 

be addressing the root cause, rather than confining education solely to learning outcomes. We 

should be focusing on making education, broadly understood, more human and democratic, 

ensuring that all individuals, including children, actively participate in decisions that impact 

them. Moreover, education should not only be seen as an individual path or preference, but also 

as a way for students to become citizens and active political actors.  
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2.3 Learning, calculation and efficiency 

155. The narrow focus on learning, as explained above, is open-ended in relation to the 

objectives of education. Judgements in education should, however, not only be related to what 

is possible (factual judgement), but also what is desirable (value judgement) (Biesta, 2010, p. 

37). Learnification deflates a collective and democratic discussion about the reasons and ends 

of education beyond individual preferences, diverting attention to procedural aspects. 

Consequently, questions tend to gravitate towards technicalities and efficiency. 

156. A framework that is only focused on the means is never neutral. The efficiency of 

teaching in the way it develops in neoliberalism tends to be confused with economic efficiency, 

which consists of maximizing countable results (Laval, 2019, p. 213). The idea of effective 

intervention (a causal model between the intervention and the results), that was first developed 

in medicine, comes from a particular understanding of professional practice that is not 

necessarily well translated to education (Biesta, 2010).  

157. Education, however, is not a physical interaction, but rather a symbolic or symbolically 

mediated interaction. “If teaching is to have any effect on learning, it is because of the fact that 

students interpret and try to make sense of what they are being taught. It is only through 

processes of (mutual) interpretation that education is possible” (Biesta, 2010, p. 34). What 

teachers do (and here it is also possible to include any other input that the student receive) 

should be than seen not as the cause of learning, but as an chances “for students to respond and, 

through their response, to learn something from these opportunities” (Biesta, 2010, p. 35). 

158. The demand for efficiency is intrinsically related to the measurement of education and, 

consequently, to datafication (Barassi, 2020, p. 72). The rise of the measurement culture in 

education dates from the 20th century, when large-scale assessments that trace performance 

and growth even across borders started being applied to drive evidence-based decision-making 

(Pangrazio et al., 2022, p. 259–260). In 1904, one of the main proponents of the idea of 

measuring education was the American psychologist Thorndike, who believed that units of 

measurement should be devised, tested and standardized in education so the latter could yield 

the true benefits of quantitative science (Lawn, 2013, p. 110). 

159. This process was extremely important so decisions in the educational realm started to 

be informed by factual data, rather than by mere opinions of what education should be. 

However, the excitement with the abundance of information has also resulted in an exacerbated 
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reliance on factual data (Laet et al., 2018). Measuring not only refers to a new way of describing 

education, but a new definition of education and the relations within it (Lawn, 2013, p. 110). 

With the measuring movement, not only students are analyzed; schools are also assessed in 

order to check whether they meet national goals and have their data scores ranked against each 

other (Barassi, 2020, p. 74). Children become proxies for school performance, while schools 

become data centers (Williamson, as cited in Barassi, 2020, p. 75). 

160. Computing language helps compartmentalizing and calculating learning and 

achievements. It reframes and explains educational dynamics, proposing that education can be 

programed, executed and standardized. More than that, it starts to delineate what counts as 

knowledge or not.  

[P]eople begin to think that socio-cultural processes could be engineered, streamlined 
and automated (i.e. orchestrated) to enhance performance and efficiency. In some 
cases this becomes more than a simple belief, as it begins to constrain practices by 
imposing a technocratic ideal of how education should be run (Perrotta; Evans, 2013, 
p. 522). 

161. Quantitative data concerning educational outcomes is undeniably useful. However, a 

genuinely scientific spirit should question the limits of these assessments, the uses that can be 

made of them and the practical consequences they can have, especially in the pedagogical field 

(Laval, 2019, p. 214). More than questioning if one is measuring what they want to measure, 

the problem lies in the normative validity of the measurement. That is related to the question  

whether we are indeed measuring what we value, or whether we are just measuring 
what we can easily measure and thus end up valuing what we (can) measure. The rise 
of a culture of  performativity  in  education—a  culture in which  means become ends 
in themselves so that targets and indicators of quality become mistaken for quality 
itself—has been one of the main drivers of an approach to measurement in which 
normative validity is being replaced by technical validity (Biesta, 2010, p. 13). 

162. This is related to what Laval (2019, p. 16) calls the cult of “innovation” for the sake of 

“innovation”, which is dissociated from clear political implications. The discussions about 

edtech should then be focused not on the technology itself, but on the educational challenges 

we as a society would like to tackle, such as equity and inclusion, as well as education’s quality 

(UNESCO, 2023b, p. 7). Efficiency and the tools we choose to use are also a very important 

part of the discussion, but they should be focused on supporting the achievement of these 

broader goals. 
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2.4 Platform learning 

163. The way the digital economy is currently constructed heavily relies on platforms and 

they are one of the main data infrastructures present in schools. Platforms are a “programmable  

digital architecture designed to organize interactions between users [… and are] geared toward 

the systematic collection, algorithmic processing, circulation, and monetization of user data” 

(Dijck; Poell; Waal, 2018, p. 4). They are increasingly the way through which education takes 

place in the digital environment, especially from 2010 onwards (Rivas, 2021). 

164. It is important to remember that a platform is always a means to something else. While 

platforms are often assessed based on their functionality, such as the delivery of goods and 

services, it is crucial to examine the manner in which they operate, specifically how they 

facilitate interactions between users, service providers, and other technical systems (Nichols; 

Garcia, 2022, p. 213). 

165. Van Dijck (2013) understands platforms as a metaphorical construct with technological, 

social, economic and political dimensions. These dimensions coexist and influence one another, 

meaning that all of them should be assessed when deciding if and which platform will be used 

within an educational setting. Platforms should also not be understood as static tools, but as 

having a living and dynamic nature, which the author compares to a tree. They are constantly 

evolving and shaping their environment and they are part of a larger global connective network 

(Dijck, 2021, p. 2805). 

166. Whitin the school environment, platforms significantly shape students’ and teachers’ 

social experiences, as well as how data are processed within its architecture. They differ from 

previous software solutions in that they not only provide services to their users, but also collect 

data from these interactions, which their owners can sell or use for product development 

(Nichols; Garcia, 2022, p. 210). The interfaces users interact with change in real time based on 

these data and it learns from users’ behavior, which makes them unique to each user (Susser; 

Roessler; Nissenbaum, 2019, p. 7). In this sense, while education datafication provides 

platforms with the data for analytics, platforms are essential for collecting, structuring and 

representing them (Pangrazio; Selwyin; Cumbo, 2022, p. 2). 

167. As an entry point for making sense of data, platforms “help concretize otherwise abstract 

data processes by locating them in particular socio-technical and political-economic relations” 

(Pangrazio et al., 2022, p. 261). Being rooted in the learnification narrative, they are “imagined 
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as a customizable on-demand service as learners interact with platforms like users interact with 

Netflix, Facebook, Amazon, and iTunes” (Means, 2018, p. 329). In fact, to become “the Netflix 

of Education” was exactly Pearson’s (a British multinational publishing and education 

company) goal (High, 2018). 

168. When this model is applied to education, it “reflects a belief in learning as a prescriptive 

process, rooted in efficiency and calculation, and powered by artificial intelligence, mobile 

apps, cloud services, and data processing” (Means, 2018, p. 329). Thus, they are the perfect 

way to implement the efficiency and evaluation culture described in the previous subsections 

and their design is often shaped to transform social interactions into data and quantifiable 

knowledge. 

169. It is important to consider that over time, humans often become accustomed to using 

technology, focusing primarily on the tasks it facilitates rather than on the technological means 

itself. Consequently, because technological tools can fade into the background, their influence 

might go unnoticed, potentially allowing for hidden and manipulative practices to persist 

(Susser; Roessler; Nissenbaum, 2019, p. 7). Therefore, learning powered by platforms can 

uproot or bypass the core values of publicly funded education, such as a knowledge-based 

curriculum, teacher autonomy, affordability, and education as a means for socioeconomic 

equality (Dijck; Poell; Waal, 2018, p. 118). 

170. The main platform usually used within the school is the LMS, and it is part of the 

broader data infrastructure, which also includes human and material infrastructure such as 

cables, routers and servers (Pangrazio; Selwyin; Cumbo, 2022, p. 4). LMS are designed to 

provide a centralized platform for managing and delivering educational content, activities, and 

assessments. They usually support a wide variety of teaching and learning modalities and 

integrate with other more specific applications. This implies that the possible activities that can 

be carried out within a LMS are diverse, encompassing content management, communication, 

discussion forums, online quizzes, and assignment submission. This also means that they can 

serve as central hubs for data collection. This underscores the significance of examining Google 

Workspace for Education as an LMS in Part III, as it provides interesting insights into the 

challenges related to children’s rights to privacy and to the protection of personal data while 

using edtech. 
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Interim conclusion 

171. This chapter aimed at unraveling the complexities arising from the intersection of long-

standing questions within education and the influence of edtech, with their inherent promises 

and limitations. I have argued that public education is the best way not only to implement, but 

also to promote democracy in our society, as well as to nurture critical and informed citizens. 

When education is treated as a private good and citizens are cast merely as consumers, the focus 

narrows down to individualized needs, overshadowing its broader societal role and neglecting 

other collective values. I have also discussed how neoliberal educational policies are one of the 

reasons behind the phenomenon of “learnification” of education, prioritizing individual 

knowledge and skill acquisition. While this shift can empower individuals in their educational 

agendas, it risks minimizing the significance of education, overlooking crucial aspects of 

socialization and personal development. 

172. Understanding education solely as learning also seems appealing as it reduces its 

qualitative aspects. The more quantifiable education is, the easier it is to measure it and, 

therefore, focus on efficiency. The growing emphasis on efficiency tends to prioritize its 

economic aspect over the symbolic interactions fundamental to the educational process. Despite 

this measurement culture having roots in the early 20th century, the advent of data-driven digital 

ICT has intensified this trend through datafication. 

173. The use of edtech interacts with these trends by facilitating the involvement of private 

actors in education, given the increasing use of technology in the field, and by enabling 

interaction among students, educators, and companies within platforms. The implementation of 

platforms aligns with the trend of the learnification of education and the measurement 

movement, which remains strongly present today. They facilitate user interactions and data 

collection, having progressively become the primary mode of education delivery. They are 

more than mere functional tools; their dynamic nature shapes social, economic, and political 

dimensions and reflect an efficiency-driven, data-centric narrative, akin to consumer platforms 

like Netflix. This model risks undermining core educational values and reinforcing inequalities. 

174. In light of these developments, technology should be seen as a valuable tool in 

education, with the potential of enhancing learning and even other aspects of education such as 

socialization and subjectification. However, the focus should not be on innovation for its own 

sake but rather on leveraging technology as part of a comprehensive strategy aimed at achieving 

educational goals like equity, inclusion, educational quality, and children’s best interests. 
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Chapter 3. Data Colonialism as a theoretical and normative framework 

175. Within legal scholarship, research frequently entails a summary of the current state of 

positive law, combining reference to legal sources, such as legislation and cases, with the 

analytical doctrine. However, less frequently identified is the explanation of how researchers, 

through this review of the current state of the art, reach conclusions and normative claims 

(Taekema, 2018). A theoretical framework becomes essential to shed light on the lens that the 

researcher adopts to see the social reality. It not only enhances transparency but also aids the 

reader in understanding the reasoning that leads the researcher to their conclusions, making 

research reproducible. 

176. Considering that the majority of legal research is not only descriptive or explanatory but 

also normative, the theory also needs to serve as a normative framework. It provides the link to 

prior research and the foundation for an evaluation of the current affairs and/or proposing a 

solution (Taekema, 2018). 

177. Therefore, as a theoretical and normative framework, this research adopts data 

colonialism, as described by Couldry and Mejias (2019). This normative framework will help 

evaluate the current state of positive law to answer the research question in the last part of this 

thesis. This chapter unpacks this framework and complements it with a broader literature on 

datafication and data colonialism that can help clarify some of the concepts developed in the 

book. Apart from explaining what data colonialism is, its main components, and the actors 

involved, I will also focus on how it disproportionally affects some people and communities, 

as well as how it is rooted in very specific business models. Finally, I will discuss the 

implications of data colonialism on human autonomy. 

3.1 The concept of data colonialism 

178. The concept of data colonialism, as developed by Couldry and Mejias (2019, p. xiii, 

xix), refers to an emerging order of appropriation of human life through data. The authors do 

not use the term colonialism as a metaphor, but as a concept that encompasses significant 

evolutionary stages throughout human history, with a particular focus on the context of 

capitalism. It does not mean, though, that there is a one-to-one correspondence between what 

is happening within data colonialism and the highly violent activities of historical colonialism.  
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179. This is because colonialism’s core is not understood as a particular method since they 

can be complex and varied (including not only physical violence but also symbolic forms of 

violence through legal, social and technological constructs). It is actually understood as a 

universalist view of the world’s economic and cognitive resources (Couldry; Mejias, 2023, p. 

794). While historical colonialism was focused mainly on natural resources and human labor, 

data colonialism adds a layer of human relations captured through data. 

180. The data colonialism theory refers to the exploitation of human life and social 

relationships by a few entities through datafication and data commodification. It stresses that 

data do not naturally exist by themselves as if they were a natural resource. People do not “leave 

behind” digital traces or footprints as they wander around the digital realm; rather it is 

technology that facilitates the collection of these data. Data are always the outcome of an 

abstraction process, which transforms the whole of social life and meaning into something that 

can be counted. If it cannot be measured and counted, it does not exist (Mejias; Couldry, 2019, 

p. 3–4). It thus implies selection and transformation of reality which can be said to be a biased 

way to interpret and represent the world.  

181. The datafication of human relations leads to the progressive reconfiguration of larger 

parts of the social domain, in ways that position technology companies as privileged providers 

not only of social solutions, but also of social knowledge (Magalhães; Couldry, 2021, p. 354). 

This is possible due to data relations, which is a new type of social form. They ensure that the 

collection of personal data and their storage give rise to a new type of knowledge about the 

social world: the so-called social caching (Couldry; Mejias, 2019, p. xiii). In many cases, this 

is a relation that has to be built to implement the data flow since data extractability only exists 

because it is socially constructed (Couldry; Mejias, 2019, p. 27). 

182. Important for this thesis is the fact that targeting vulnerable social groups is considered 

by the authors to be an important part of data colonialism (Couldry and Mejias, 2019, p. 67–

68, 148–149). Although every person’s data would contribute as an input to data colonialism, 

some people at the margins of the social and economic order would pay a higher price. This 

includes not only people within the Global South, for example, but also children and other 

vulnerable data subjects even within the Global North.  
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3.2 Main components of data colonialism 

183. In order to better understand the idea of data colonialism, the authors propose four main 

components that can be identified in both data colonialism and historical colonialism (and for 

that very reason, it is possible to recognize the historical continuity between one and the other). 

It is important to note, however, that the world has undergone fundamental changes over the 

past centuries, which provided data colonialism with some particularities. Without 

globalization, financialization, the acceleration of capital flows, as well as the huge 

development of communication infrastructures, the current way of processing data would not 

be possible (Couldry & Mejias, 2019, pp. xii, xix). 

184. This highlights the relationship between the development of industrial capitalism and 

data colonialism. Couldry and Mejias (2019, p. xix) argue that the latter is driven by the 

imperatives of the first, which includes the logic of accumulation, profit maximization, 

competition, labor productivity through the technological elaboration of production, as well as 

growth through the reinvestment of surplus (Zuboff, 2019). 

185. On the other hand, “capitalism itself emerged on the basis of colonialism’s detailed 

histories, in particular the European colonial power’s vast aggregation of global resources that 

fueled industrial capitalism”11 (Couldry; Mejias, 2023, p. 787). Data colonialism is then the link 

that emphasizes how the relations between colonialism and capitalism are contemporary and 

evolving. This correlation is exacerbated by the current convergence of economic power 

(generating value) and cognitive power (generating knowledge) since data colonialism is 

appropriating the very resources for knowing the world (Couldry & Mejias, 2019, xii). 

186. The first component is the appropriation of resources. Whereas historical colonialism 

was embedded in the terra nullius legal doctrine (the idea that some lands belonged to no one), 

in data colonialism, data are assumed to be there for the taking as a freely available resource 

(Cohen, 2019, p. 48; Couldry; Mejias, 2019, p. 88). Datafication is key for the processes of 

 
11 Neocolonial legacy still shapes capitalism’s development, as can be exemplified by Facebook’s Free Basics 
program (Facebook, [s. d.]). Cohen (Cohen, 2019, p. 59) describes the patterns in exploration and colonization of 
the public domain in two steps: “initial extensions of surveillance via a two-pronged strategy of policing and 
development, followed by a step back as the data harvests are consolidated and absorbed”. However, more than 
facilitated by historical colonialism’s current influence on societal and economic relations, extracting value 
through data would be a new form of resource appropriation, starting a “new stage of colonialism that lays the 
foundations for new developments in capitalism” (Couldry; Mejias, 2023, p. 788). Understanding this new form 
of life appropriation for profit only under capitalism, as does Zuboff (2019), for example, misses the point of the 
“Big Data rhetoric which insist [sic] that only through maximal collection and concentration of data can the 
world be developed, understood, governed, and saved” (Couldry; Mejias, 2023, p. 796). 
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commodification and privatization of data, which means that data (and, more specifically, big 

data) are being produced not only with its use in mind but also with the explicit purpose of 

market exchange (Couldry; Mejias, 2019; Thatcher et al., 2016). 

187. The second component is the unequal social and economic relations that secure 

resource appropriation. The historical colonialism framework included moral or legal norms 

that would allow forced labor, for example. Within data colonialism, what the authors call “data 

relations” makes the appropriation of human beings’ data seem normal and it is generally 

enforced by the technology design itself, as well as legal frameworks (Couldry; Mejias, 2019). 

188. These data relations, especially between the colonizing agents and data subjects, are 

asymmetrical due to how obscure the transformation from individual data points to big data is 

(Thatcher; O’Sullivan; Mahmoudi, 2016). They provide corporations with a privileged 

overview of social relations, which is incredibly powerful. States are ever more dependent on 

this knowledge, reversing the longstanding flow of knowledge transfer (Couldry; Mejias, 2019, 

p. 13).  

189. The third component is the massively unequal global distribution of the benefits of 

resource appropriation. While historical colonialism would concentrate wealth in colonizing 

nations, data colonialism favors the concentration of wealth in the hands of the colonizing 

agents (Couldry; Mejias, 2019). 

190. As explained above, the control of data collection processes provides a special power to 

those who own the hardware and software that process them. As it stands, the “data economy” 

tends to be monopolistic, reinforcing other asymmetric balances of power (Cheng, 2020). This 

monopolization is not only restricted to services; being also present in the production of devices 

through which people connect to the infrastructures of data collection, in the computer capacity, 

production of content, and content delivery (Couldry; Mejias, 2019). 

191. Finally, the fourth component is the spread of ideologies that help make sense of the 

new order. Within the historical colonialism framework, it was common to reframe “colonial 

appropriation as the release of ‘natural’ resources, the government of ‘inferior’ peoples, and the 

bringing of ‘civilization’ to the world” (Couldry & Mejias, 2019, p. 4).  

192. Data colonialism, on the other hand, is embedded in several ideologies, such as, for 

example, the ideology of connection, which naturalizes the connection between people, objects 

and processes through computer-based infrastructures. “Connection is, of course, a basic human 

value, but the requirement to connect here and now—connect to this particular deeply unequal 
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infrastructure—means submission to very particular conditions and terms of power” (Couldry; 

Mejias, 2019, p. 16). 

193. The authors also mention the ideology of datafication—which perceives that all aspects 

of human life can and should be transformed into data—and the ideology of personalization—

which makes surveillance attractive. In a similar vein, Van Dijck (2014, p. 198) describes 

dataism as the “belief in the objective quantification and potential tracking of all kinds of human 

behavior and sociality through online media technologies”. 

194. Regardless of the various ways and levels of granularity in which these ideologies can 

be described, they have in common that they are all related to an overarching myth that  

technology, especially digital technology, is powerful, benign, and irresistible. There 
is no point whatsoever in opposing the Next Internet because the Cloud, Big Data, and 
the Internet of Things are too strong to overcome. Moreover, because it is a force for 
good, perhaps a major step along our evolutionary journey, it makes no sense to 
oppose them. The only reasonable choice is to yield to our digital future and embrace 
it enthusiastically (Mosco, 2017, p. 122). 

195. This mainly occurs because of the asymmetrical extraction of value through 

datafication, which assumes that quantification and surveillance of all aspects of human life are 

natural and desired by all members of society (Thatcher; O’Sullivan; Mahmoudi, 2016, p. 991). 

This myth empowers technologies and can undermine human autonomy. 

3.3 Colonizing agents 

196. The network of actors participating in data colonialism is a complex one. The result of 

data colonialism, i.e., what the authors call the “cloud empire”, is being implemented and 

extended primarily by the “social quantification sector”, the industry sector devoted to the 

development of the infrastructure required for data collection (Couldry & Mejias, 2019, p. xiii). 

197. The social quantification sector is composed not only of the most obvious players, such 

as the Big 5 (Amazon, Apple, Google, Facebook and Microsoft). It also includes smart 

appliances manufacturers, developers of digital environments, data brokers, financial 

companies, and data-driven platforms (such as Netflix, Spotify, Airbnb and Uber) (Couldry & 

Mejias, 2019, p. xiv). 

198. Although not at the center of the data colonialism process, other businesses were also 

transformed to accommodate data colonialism into society’s life. Ordinary businesses 

increasingly not only collect data for their internal purposes, often sharing them with other 
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actors, but also depend on the social quantification sector for services such as targeting 

advertisement and data storage (Couldry & Mejias, 2019, p. xv).  

199. At the same time, the activities of the social quantification sector do not flourish without 

the active participation of states, which allows (or at least do not regulate) certain social 

relations. Knowing the social world in depth was previously just a prerogative of the State. 

Currently, it is the large technology companies that have this privilege, and states have become 

progressively dependent on them.  

3.4 Data Commodification 

200. One of the main conditions for the existence of data colonialism is understanding data 

as a commodity, i.e., something that can be traded in the market. Once collected and analyzed, 

data can be sold as a product or service in the digital economy. It does not mean that an 

ownership right is required. The data flow paradigm which reinforces commodification can be 

identified even when the legal framework recognizes data access obligations as an exception 

of de facto ownership (Ducuing, 2020). 

201. The dominant conservative economics view of data is that it is a club good. Based on a 

way of classifying goods in neo-classical economics, this means that it is non-rival, i.e., its 

consumption by one individual would not prevent others from consuming it, as well as 

excludable, i.e., that its consumption could be prevented by organizational, technical or legal 

mechanisms (Purtova & Maanen, 2023).  

202. The logic behind this classification is aimed ensuring that there is an adequate quantity 

and quality of data available in the market. Therefore, the focus shifts to data, itself as a resource 

and as an object of governance, to create incentives for their production and availability. 

However, if the purpose is to achieve other societal goals, even with the aid of data, like privacy, 

democracy, and sustainability, these goods are the ones that need to be conceptualized (Purtova 

& Maanen, 2023, pp. 21, 50). 

203. An important problem with this approach, as described by Purtova and Maanen (2023), 

is its performative effect, as this view alters the very way humans interact with and value not 

only goods but also other people. The “market” becomes the standard against which these 

relationships and society as a whole are evaluated. This treatment of data as a commodity has 
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direct or indirect consequences, reinforcing harmful practices such as surveillance, creating 

problematic dependencies, and exploiting those involved in data production. 

204. Moreover, adopting the neo-classical economic vocabulary may lead to market 

principles infiltrating non-market areas of life where exchange and commodification are not 

suitable, such as in family and community relationships (Purtova & Maanen, 2023, pp. 51–52). 

As the emphasis shifts towards collecting and producing increasingly more data, human life 

and social relations begin to be shaped to enable it. More broadly, understanding data as a 

commodity and the market as the standard for human relationships directly affects our 

individual and societal autonomy, ultimately calling into question our humanity and dignity. 

3.5 Data colonialism and its incursion into autonomy 

205. As explained above, this new data-mediated social configuration brings serious 

consequences for human autonomy. First, Couldry and Mejias (2019, p. 157) argue that 

autonomy is being harmed by the mere fact that data are being mandatorily collected as a 

requirement of daily life. Data colonialism not only potentially but in principle and by design 

affects the self’s sphere of action because of its ubiquity. Every social relation is increasingly 

being datafied and embedded in data-driven technologies, which makes it very difficult for 

individuals to opt out, especially when it comes to essential services like education. And that is 

why one can speak of an increasingly extensive state of surveillance. Even if technologies are 

not being used for this immediate purpose (such as security cameras or behavior monitoring), 

individual and collective life is increasingly tracked in a disguised manner, thereby fostering a 

new layer of surveillance. This pervasive monitoring engenders a chilling effect, altering 

people’s behavior as they are constantly observed. 

206. Autonomy is also affected by the attempt to predict human behavior based on past 

behavior, which can restrict people’s exposure to diverse perspectives, ideas, and opportunities, 

thereby limiting their possibility of exploring new and unanticipated paths. Data start to speak 

on people’s behalf, which could also lead to violations of equity and non-discrimination. 

207. Manipulation is also a very often outcome of commodification and DDBM, which 

implies that people’s ability to make choices is compromised. Susser, Roessler and 

Nissembaum (2019, p. 4) argue that a critical aspect of manipulation is that it is a hidden 

practice. Manipulating someone would mean “intentionally and covertly influencing their 

decision-making by targeting and exploiting their decision-making vulnerabilities”. This could 
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happen not only through deception but also by leveraging people’s cognitive biases to influence 

the trajectory of decision-making (Susser; Roessler; Nissenbaum, 2019, p. 5). Through 

manipulation, autonomy is hampered in two main ways. First, it leads people to act towards 

ends they have not chosen. Second, their actions will be taken based on reasons that may not 

be their own. 

208. People’s digital profiles provide enough information for companies engaging in 

behavioral targeting to know precisely when to intervene to reach their goals most effectively. 

More than that, it enables the detection of specific vulnerabilities beyond the ones common to 

all human beings (such as related to unbounded rationality) (Susser; Roessler; Nissenbaum, 

2019, p. 6)). Here, it is important to understand manipulation as a spectrum, as some practices 

can be more manipulative than others. In case of children, for example, the threshold for 

defining what is manipulative or not should be higher, as they are still developing their own 

discernment. 

209. More generally, autonomy deeply impacts the educational experience, as it plays a 

pivotal role in fostering a dynamic and enriching learning environment, igniting students’ 

intrinsic motivation and engagement. It fosters independence and self-confidence, empowering 

learners to take ownership of their educational goals and to take a broader part in society as a 

whole. 

210. Given that autonomy is closely tied to safeguarding one’s interests, it is logical to 

assume that eroding people’s autonomy can lead to a reduction in pursuing them. As 

datafication continues to permeate every aspect of human life, there is a growing concern that 

we may progressively “unlearn” how to be autonomous (Couldry; Mejias, 2019, p. 173). In the 

case of children, they can  grow up in a world where being autonomous is not even a possibility 

in the first place. Children are highly susceptible to manipulation (Giannini, 2023, p. 5) and 

these practices can affect the very development of children’s autonomy and, consequently, how 

they value their own and other’s privacy. 

211. Finally, eroding autonomy also means eroding democracy and public institutions, as “it 

is only because we believe individuals can make meaningful independent decisions that we 

value institutions designed to register and reflect them” (Susser; Roessler; Nissenbaum, 2019, 

p. 11). Autonomy is at the core of liberal democratic societies, and it is only because individuals 

could potentially govern themselves that collective and democratic decisions can be made. The 
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incursion into democracy is deepened by the power asymmetry resulting from harvesting vast 

amounts of data and the fact that social knowledge is in the hands of only a few actors. 

Interim conclusion 

212. This chapter aimed to present the theory of data colonialism as a normative theory that 

will be used to evaluate the implications that current edtech have on children’s rights to privacy 

and to the protection of personal data, as well as the extend to which the current legal framework 

deals with them. By appropriating human life and social relations and converting them into 

data, data colonialism can impact almost all of our actions and inner thoughts as they 

increasingly take place in the digital environment. This is not necessarily because we share 

them but because the infrastructure to collect observed and inferred data is becoming ever more 

ubiquitous and invasive, leading to an intricated, surveilled digital environment. 

213. We have seen that historical colonialism and data colonialism share four key aspects: 

the appropriation of resources, unequal social and economic relations, unequal global 

distribution of the benefits of resource appropriation, and ideologies that help us make sense of 

the new order. Although discussed separately, these aspects are directly linked to one another. 

In order to appropriate data, the Cloud Empire needs to implement or make use of already 

existing unequal data relations. These relations are extremely asymmetrical due to (i) the 

opacity of the operations made with personal data, (ii) the overview of the social world that 

these companies have as a consequence, which is extremely powerful, and (iii) the fact that they 

are built on top of historical asymmetries, often as a product of historical colonialism. This 

exacerbates the global distribution of wealth and can only be justified by very specific narratives 

of datafication, connection, and techno-solutionism.  

214. The Cloud Empire, implemented and extended by many players but primarily by the 

social quantification sector, directly benefits from the collusion or lack of states’ action, which 

do not always act by the will of their people. This has caused the balance of knowledge to tip 

towards the side of a few technology companies, helped by a network of many other actors, 

generating a severe asymmetry of power that threatens our autonomy as individuals and as a 

collective. 

215. The theory of data colonialism serves as a valuable framework for comprehending 

challenges associated with children’s rights to privacy and to the protection of personal data in 

the digital realm, particularly with the use of edtech. Nevertheless, the solutions to these issues 
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are not readily apparent. Some ways to resist it will be briefly outlined in the conclusion of this 

thesis, encompassing the review of business models, the investment in sovereign and open 

source technology, the prohibition of data use for commercial purposes conflicting with 

educational objectives, the enforcement of protection by design standards, among others. 

However, promoting democratic and decolonial solutions presupposes that the process is as 

crucial as the content. Any attempt to oppose this order must be global in its framing (Couldry; 

Mejias, 2023, p. 793, 797), but the actual activities carried out must always consider the local 

specificities, including the community in imagining and designing them. 
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PART II. LEGAL FRAMEWORK ON CHILDREN’S PRIVACY AND DATA 
PROTECTION 

216. Part II will describe and evaluate the current legal framework applicable to children’s 

rights to privacy and to the protection of personal data in the EU and in Brazil. More 

specifically, I will focus on the rights enshrined in the CRC (Chapter 5), as well as on the GDPR 

(Chapter 6) and the LGPD (Chapter 7). Additionally, I will briefly present how AI is currently 

being specifically regulated in both jurisdictions, especially when it comes to data governance. 

217. Before delving into these topics, however, I will discuss why children need special 

treatment by recognizing them as a subject of rights and adopting a children’s rights perspective 

on privacy and data protection. This entails recognizing and prioritizing children’s specificities 

while protecting and promoting these rights, as well as viewing their fundamental rights as 

indissociably connected to one another. Therefore, when one right is violated or realized, others 

are also affected. More specifically, the rights to privacy and to the protection of personal data 

are certainly an end in themselves but also importantly a means to realize other rights, such as 

the right to education. Only through this holistic view will we be able to properly allow children 

to grow autonomously and to their full potential as an individual and as a member of a larger 

collective. 
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Chapter 4. Why children need special privacy and data protection rights 

218. The creation of a dedicated set of rights specifically tailored to children was not without 

its controversies, as some still argue that human rights codes already encompass all individuals, 

regardless of age. However, precisely because children are inherently less mature, more 

vulnerable, and in need of care and protection, their rights are frequently ignored, denied or 

abused, which demands a special treatment (Livingstone; O’Neill, 2014). 

219. The CRC, as will be better discussed in Chapter 6, focuses on ensuring children are 

protected from harm, but also intends to foster the opportunities that can help children develop 

through provision and participation rights. Risks and opportunities, especially in the digital 

environment, are often linked—“the more one enables provision and participation, the more the 

need for protection; similarly, the more one seeks to protect, the more one risks undermining 

participation” (Livingstone; O’Neill, 2014, p. 28). 

220. As a provision right, the right to education fosters children’s development to their full 

potential and can be supported through edtech. As previously outlined in the introduction to 

this thesis, edtech offers numerous opportunities for learning, acquiring information, 

developing social, digital, and personal skills, as well as enhancing physical and mental 

abilities. This can prepare children for responsible life in a free society, as demanded by art. 29, 

CRC (Livingstone; O’Neill, 2014, p. 26). At the same time, the opportunities provided by 

edtech can create risks to children’s rights, especially the rights to privacy and data protection, 

which is the direct focus of this thesis. 

221. This chapter aims to highlight the unique characteristics of children that demand a 

special treatment in the digital environment. Section 4.1 will begin by discussing two main 

reasons why children deserve special treatment in  this realm, namely their condition of human 

beings in development, which adds to them an extra layer of vulnerability, and their 

proportionally larger digital footprint when compared to adults. Section 4.2 will then outline a 

risk classification of children’s online presence, which includes three main dimensions of 

privacy developed by Livingstone, Stoilova and Nandagiri (2018): interpersonal, institutional, 

and commercial. Finally, Section 4.3 underlines how surveillance technologies can significantly 

influence children’s trust and development, impacting their ability to make independent 

decisions and fostering an environment that hinders their creativity and critical thinking. 
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222. Overall, the chapter underscores the need for a delicate balance between protection and 

autonomy, risks and opportunities, to ensure the holistic development of children in the digital 

era and, consequently, the exercise of their rights to education, privacy and data protection in 

their full potential. 

4.1 Why do children’s data require special treatment? 

4.1.1 Childhood as an extra layer of vulnerability 

223. Malgieri and Niklas (2020) conducted a thorough literature review on human 

vulnerability and propose a new vulnerability-aware interpretation of the rights to privacy and 

to data protection.  

224. The authors show that discussions on vulnerability are traditionally focused on two 

dichotomies. One of them revolves around the particular and universal aspects of vulnerability. 

Vulnerability can be understood as a particular characteristic of a group or individual (such as 

children, people with disabilities, racial minorities, etc.). On the other hand, some theorists 

argue that this may lead to stigmatization and defend that vulnerability is a universal human 

condition—an approach criticized by some, as it tends to overlook structural issues experienced 

by specific groups or individuals (Malgieri; Niklas, 2020, p. 3). 

225. Another important dichotomy is related to the consequences of being vulnerable. One 

of the approaches focuses on the harms and ways to eliminate them. Another is centered on the 

individual capacity to overcome this vulnerability through decisional and procedural safeguards 

in the decision-making process, such as consent (Malgieri; Niklas, 2020, p. 3–4). 

226. Based on these dichotomies, the authors advocate that the best way to deal with 

vulnerability in general, and within privacy and data protection discussions in particular, is the 

layered approach developed by Luna (2009). She proposes that vulnerability should be 

understood dynamically and relationally (between the person or group and the circumstances) 

through layers (Luna, 2009). This notion obliges us to unravel the intricate layers and 

understand the intersectionality of different issues related to the context. A person’s age, if they 

are a child for instance, can already be considered a layer of vulnerability. Additionally, we 

must also consider other aspects such as the specific age (due to the evolving capacities of the 

child), gender, race, country, nationality, health conditions, etc.  
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227. The extra layer of vulnerability children have is related to the fact that they are still 

developing physically, mentally, emotionally and spiritually. This means that they still depend, 

to a varying extent, on other people for protection, provision and decision-making (Sandberg, 

2015, p. 222). Children’s vulnerability can then be biological or socially constructed. Meyer 

(2007, p. 90) indicates that children can be 

physically vulnerable (e.g. their bodies are smaller and weaker), socially vulnerable 
(e.g. they lack certain social skills) and structurally vulnerable (e.g. there are 
asymmetrical power relations between children and adults). Social and physical 
vulnerability are usually thought of as “innate” characteristics of the individual child 
and denote a lack of personal competence or strength. In contrast to this, structural 
vulnerability—as  a lack of power—is a product of society. 

228. The Committee on the Rights of the Child12 also recognizes this horizontal vulnerability 

of children and specifies that  

[a]t a universal level all children aged 0-18 years are considered vulnerable until the 
completion of their neural, psychological, social and physical growth and 
development. Babies and young children are at higher risk due to the immaturity of 
their developing brain and their complete dependency on adults […] (Committee on 
the Rights of the Child, 2011, parag. 72(f)). 

229. More specifically, the CRC states that some children deserve special attention, such as 

within the context of art. 23 on children with disabilities and art. 22 on asylum-seeking children. 

In its comments and jurisprudence, the Committee on the Rights of the Child also emphasizes 

the existence of subgroups of children with specific characteristics that require further 

protection (Sandberg, 2015). This aligns with Luna’s layered approach mentioned above and 

also with the principle of non-discrimination enshrined in art. 2, CRC. 

230. Children’s vulnerability should not be interpreted in a paternalistic way, though, 

focusing on protection at all costs since it can stigmatize and hinder children’s development. 

As a framework designed to address the specific vulnerabilities of children, the CRC (see infra 

Chapter 5) was established with a central emphasis on recognizing children as rights-holders, 

acknowledging their diverse capabilities and evolving capacities, and striving to strike a balance 

between various human rights in different circumstances. Recognizing children’s 

vulnerabilities means, therefore, that they deserve a specific set of rights, including protection, 

provision and participation rights. 

231. More specifically, in the data protection realm, data processing implications are already 

difficult for adults to understand, let alone for children. They are less experienced, especially 

 
12 The Committee on the Rights of the Child is the body of 18 independent experts that monitors the 
implementation of the CRC, as well as of its additional protocols. It also has a more “legislative” role, providing 
commentary on the interpretation of the Convention (United Nations Human Rights Treaty Bodies, [s. d.]). 
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in relation to possible risks and harms, and can be easily manipulated (Malgieri; Niklas, 2020, 

p. 5). For this reason, their agency is limited and others frequently take decisions related to their 

data on their behalf. There is also “a particular gravity to violations of children’s rights because 

they often have severe and long-lasting impact on child  development” (Committee on the 

Rights of the Child, 2013b, parag. 24). Finally, they have fewer means for challenging the 

inferences and decisions made for them. 

232. This links to the distinction between vulnerability risks related to data processing and 

the ones related to the outcomes of this processing (Malgieri; Niklas, 2020). Regarding the first 

one, risks can arise in terms of understanding information about data, what can hamper, for 

instance freely consenting when necessary, as well as effectively exercising data protection 

rights. From the second perspective, vulnerability is manifested through specific harms that 

children may be exposed to as a result of the processing of their data. Both of these sources of 

vulnerabilities will be developed further throughout the thesis. 

4.1.2 A proportionally larger digital footprint 

233. Apart from having an extra layer of vulnerability compared to adults, another aspect 

that demands a different approach in relation to children’s privacy and data protection is their 

“digital footprint” being proportionally larger than adults’. Children are being datafied before 

they are even born through, for example, parent’s searches on the internet, online purchases, 

ultrasound images publications on social media, and the use of pregnancy apps. Corporations 

have early access to important and sensitive data such as “conception date, weight, number of 

kicks in the womb, possible names, cultural background, heart rate, diet before conception, 

parents’ thoughts, family ties, family medical history, complications during pregnancy” among 

others (Barassi, 2020, p. 35). 

234. After birth, the baby’s life continues to be tracked through growth-monitoring apps, 

wearables, smart toys, governmental apps and other data-driven technologies. Through smart 

assistants in the homes, as well as the children’s use of parents’ devices, children also have their 

data collected through technologies that are not necessarily appropriate to their needs. As 

mentioned earlier, the boundaries between individual and group data in data mining processes 

can be ambiguous. Therefore, children may also be profiled based on the behavior of their 

parents and the broader family. 
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235. This means that, unlike previous generations, children have all aspects of their lives 

turned into data points early on. Each year, a child will have more data collected about them 

throughout their life compared to a similar child born in previous years (Young; Verhulst, 

2020). The older the child, the more they engage themselves in these practices, “but many other 

actors do so on their behalf, including not only their parents and other caregivers and family 

members, friends, teachers and healthcare providers but also commercial entities seeking to 

capitalize on and profit from children’s personal information” (Lupton; Williamson, 2017, p. 

781). 

236. Throughout history, children have, in fact, been subjected to surveillance as a means to 

enhance their well-being, foster their growth and educational development, and shape them into 

responsible members of society (Lupton; Williamson, 2017). With the rise of sharenting, 

parents have been constantly blamed for children’s digital presence. Indeed, this is a very 

problematic phenomenon of our current reality and cultural changes are needed to strike a 

proper balance between children’s rights and their parents’. However, it is essential to recognize 

that the vast majority of the data points collected from children do not necessarily originate 

from their parents’ practices. Companies’ interests play a significant role in encouraging and 

facilitating such data collection through technology’s design, the sale of wearables, connected 

toys, and other means. 

237. Surveillance technologies are marketed primarily by highlighting the potential risks that 

children could face, taking advantage of parental worries and making intimate surveillance 

seem like an essential part of responsible caregiving. It is portrayed as a crucial aspect of being 

a parent and aligning with the social expectations and norms that new parents are expected to 

follow or adopt (Mascheroni, 2020, p. 805). 

238. It is also important to highlight that tracking a family’s life is emotionally relevant to 

parents as it helps them to experience important moments, such as when family photos are 

taken. Family data tells a story that people like to share, and this has been done even before 

digital technologies (such as when parents journaled about a baby’s development, tracked their 

growth and took analogue photos) (Barassi, 2020). As this thesis will show, a closer look needs 

to be taken technologies’ data governance and business models in order to collectively solve a 

problem that cannot be tackled individually. 

239. This is clearly shown by Vertesi (2014), who went through a self-experiment in which 

she tried to hide her pregnancy, which proved to be a challenging task. She had to refrain from 
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explicitly sharing it on social media (and also ensure that no one who knew her did) and from 

using pregnancy apps. She also had to use a private browser to look up baby names, as well as 

buy all pregnancy and baby-related items with cash. The attempt to “opt out” not only made 

her look rude to family and friends when they tried to bring up the topic online, but also like a 

criminal. She describes a situation where she had to purchase a large amount of gift cards with 

cash to buy a stroller online and the store displayed a notice indicating that it could limit the 

daily amount of prepaid card purchases and report excessive transactions to the authorities 

(Vertesi, 2014). 

240. As a collective concern, the datafication of children’s lives poses significant challenges, 

primarily due to the uncertainties surrounding its future implications. While some of the effects 

on human rights, particularly in relation to children’s equitable access to education, 

employment, credit, and public services, are already discernible, the long-term cumulative 

effects of datafication remain unseen. Children’s vulnerability obliges us to think about the 

long-term impacts of technologies and the society we are building by datafying citizens from 

childhood.  

4.2 Privacy and data protection as a cross-cutting dimension of risks to children’s online 
presence 

241. Children are increasingly part of the digital environment, already accounting for one-

third of all internet users (UNICEF, 2017). This participation holds significant importance in 

navigating today’s society and fostering children’s development. It provides them with 

opportunities such as staying in touch with friends and family, engaging in play, accessing 

information and education, and participating in democratic discussions. Children themselves, 

while consulted for the drafting of the Committee on the Rights of the Child’s General 

Comment No. 25, acknowledged that digital technologies are vital for their current lives and 

future (Committee on the Rights of the Child, 2021). 

242. More than a way to enhance fundamental rights, digital technologies are increasingly 

the gateway for their realization, and children often have no choice whether they would like to 

use them or not for the most different purposes. Parents, educators, governments, and 

companies predominantly make these decisions on their behalf. In this sense, opportunities 

brought about by digital technologies need to be carefully balanced with the risks they pose to 

children’s rights, as they have reduced agency to exercise them and demand their realization. 



82 

 

 

The dynamic and ever-changing nature of the digital environment also means that risks are 

continuously evolving. As a consequence, children often find themselves encountering 

emerging risks long before adults are able to adequately tackle them (Siibak; Mascheroni, 

2021). 

243. It is also important to reinforce that fundamental rights are indivisible and 

interconnected. This means that the realization or infringement of one right automatically 

affects others. For instance, if steps are taken to protect children from potential online harm 

without concurrently considering their right to freedom of expression, the protective measures 

may excessively limit that freedom (Livingstone; Lievens; Carr, 2020). Therefore, in this 

session, a risk classification for children’s online activities will be presented that takes into 

consideration different types and dimensions of risks. 

244. Drawing from the online risk classification put forth by EU Kids Online in 2009 and an 

extensive literature review of similar initiatives, the CO:RE project introduces the 4Cs 

framework for understanding online risks children face. The 4Cs are content, contact, conduct 

and contract risks (Livingstone; Stoilova, 2021, p. 11): 

Content risks: The child engages with or is exposed to potentially harmful content. 
This can be violent, gory content, hateful or extremist content, as well as pornographic 
or sexualised content that may be illegal or harmful, including by being age-
inappropriate. Content online may be mass-produced or user-generated (including by 
the child), and it may be shared widely or not. 

Contact risks: The child experiences or is targeted by contact in a potentially harmful 
adult-initiated interaction, and the adult may be known to the child or not. This can be 
related to harassment (including sexual), stalking, hateful behavior, sexual grooming, 
sextortion or the generation of sharing of child sexual abuse material. 

Conduct risks: The child witnesses, participates in or is a victim of potentially harmful 
conduct such as bullying, hateful peer activity, trolling, sexual messages, pressures or 
harassment, or is exposed to potentially harmful user communities (e.g. self-harm or 
eating disorders). Typically conduct risks arise from interactions among peers, 
although not necessarily of equal status. 

Contract risks: The child is party to and/or exploited by potentially harmful contractor 
commercial interests (gambling, exploitative or age-inappropriate marketing, etc.). 
This can be mediated by the automated (algorithmic) processing of data. This includes 
risks linked to ill-designed or insecure digital services that leave the child open to 
identity theft, fraud or scams. It also includes contracts made between other parties 
involving a child (trafficking, streaming child sexual abuse). 

245. Each type of risk is divided into three dimensions in relation to its nature: aggressive, 

sexual and values. Additionally, apart from the 4Cs, the classification recognizes that some of 

the mapped risks are related to most or all the four categories, so they were considered cross-

cutting risks (these include online risks related to privacy, physical or mental health, inequalities 

or discrimination), as depicted in the table below: 
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Figure 2 - The CO:RE classification of online risks to children 

 

Source: Livingstone & Stoilova (2021, p. 12) 

246. The risks related to privacy are considered cross-cutting risks and they can be described 

in three main dimensions: interpersonal, institutional, and commercial. This framework was 

initially developed by Livingstone, Stoilova and Nandagiri (2018) based on Nisenbaum’s 

theory of privacy as contextual integrity. It is important to mention that Nissenbaum’s theory 

frames privacy in a broad way, including informational privacy, which would also be aligned 

with the right to the protection of personal data, as understood in the EU and Brazilian legal 

frameworks. The authors propose this division focusing on the importance of relationships and 

contexts in which children act for determining privacy risks, as well as on how children 

understand the implications for their privacy. 

247. Interpersonal privacy is undoubtedly the aspect that children and their parents most 

focus their attention on, and it refers to the relationships between an individual and other 

individuals or groups. The decisions taken in the digital environment related to this domain are 

heavily influenced by how children perceive each context, what is the audience they interact 

with, and how they balance privacy with other wishes such as participation, self-expression and 

belonging (Livingstone; Stoilova; Nandagiri, 2018, p. 13) 

248. Institutional privacy is related to public or third-sector (not-for-profit) organizations and 

how they handle children’s data. Through exchanges with research participants, as well as a 
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literature review, Livingstone, Stoilova and Nandagiri (2018, p. 13) identified that the collection 

of data by these entities is often perceived as legitimate, and people do not express concern 

about the purpose of data collection or the potential long-term consequences of data processing. 

However, the involvement of governments and other entities in creating children’s digital 

footprints, their ability to request data from private entities, and the sharing of data with other 

governmental entities can pose significant risks to children’s rights. As previously mentioned, 

it is also crucial to note the increasingly intertwined relationships between public and private 

entities, particularly facilitated by digital technology. This convergence not only blurs 

traditional boundaries but also enhances the level of integration, consequently intensifying 

associated risks (Livingstone; Stoilova; Nandagiri, 2018, p. 14). 

249. Finally, commercial privacy pertains to the processing of children’s data by commercial 

entities. As the private sector is currently gathering more data than governments ever did (Nyst; 

Gorostiaga; Geary, 2018), there is a preoccupation with how they process children’s data and 

the tactics they use to access larger amounts of them. Despite this area’s importance, the authors 

identified a gap in the available empirical evidence related to children’s awareness of 

commercial data gathering and its consequences. Although existing research shows the 

existence of certain commercial privacy concerns, children typically exhibit a degree of 

confusion regarding the concept of personal data and generally struggle to grasp why their data 

could hold value for others (Livingstone; Stoilova; Nandagiri, 2018, p. 14–15). 

250. Within these three contexts, children experience privacy risks that, apart from being a 

problem in itself, can affect other dimensions, as presented in Figure 1. Hence privacy being 

considered a cross-cutting risk. The list is extensive and encompasses online marketing and 

other problematic commercial activities, reputational damage, blackmailing, stalking, identity 

theft, unwanted contact with strangers, location tracking, manipulation, discrimination and 

biased decisions, and the potential limitation of future opportunities (Livingstone; Stoilova; 

Nandagiri, 2018, p. 28–30).  

251. Within the school environment, edtech poses significant risks to children’s privacy and 

data protection, as they often process a large amount of data, especially for AI-powered edtech. 

These data can be aggregated to create detailed profiles of students that can be used for purposes 

not necessarily aligned with their best interests. Education data can inform decisions across a 

wide range of areas and serve as input for commercial and governmental strategies. The lack of 

proper data protection measures can thus directly impact several fundamental rights, such as 

the right to education, freedom to choose an occupation and non-discrimination more broadly. 
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The specific challenges edtech brings to children’s privacy and data protection will be discussed 

in Part III. 

4.3 The importance of privacy and data protection for children’s development and learning 

252. A critical dimension to consider when evaluating the impacts of edtech on children is 

its influence on their opportunities to trust and to be trusted. As previously noted, the ubiquity 

of digital ICTs, coupled with a prevalent business model that encourages the commodification 

of data and its massive collection, plunges us into a constant state of surveillance. Therefore, 

the following discussion directly pertains to technologies specifically designed for monitoring 

children in educational settings, such as behavior tracking or e-proctoring systems. However, it 

also extends to seemingly innocuous or low-risk technologies that form part of a broader 

network of stakeholders and data sharing practices, potentially compromising children’s rights 

in a similar fashion. 

253. The use of surveillance technologies to monitor and control children can promote an 

approach to childhood that aims to leave little to chance and achieve a risk-free environment. 

This approach ignores the importance of balancing trust and risk and the opportunities for 

children to negotiate terms of freedom and develop skills and competencies (Rooney, 2010). 

254. By creating unease and fear, surveillance technologies have the potential to change a 

child’s experience of trust and even replace trust-based relationships. Children perceive 

surveillance as a means of control that restricts their options and hampers their capacity to act 

independently. Getting information through surveillance assumes that children cannot be 

trusted. It can influence their behavior by using punishment and reward as motivating factors 

instead of moral principles. This type of guidance deprives children of the chance to try out 

critical and ethical decision-making, ultimately leading to reduced self-regulation and 

autonomy (Nolan; Raynes-Goldie; McBride, 2011). 

255. When children are monitored without their knowledge, it can be even more harmful to 

their trust in the adult. The deception involved in secret monitoring can damage the very 

foundation of trust. Therefore, using surveillance technologies can actually increase suspicion 

instead of fostering a sense of security (Rooney, 2010). 

Children, generally speaking, have less choice when it comes to the need to trust 
others, and are at a key stage in developing an understanding of others and society 
more broadly in a way that sets the foundation for their own sense of self. […] [T]he 
lack of opportunity for trust-based activity has the potential to undermine a child’s 



86 

 

 

developing sense of self-confidence and may even fail to provide the conditions for 
this development to occur in the first place. A child’s capacity to become competent 
and responsible is therefore threatened if the role of trust in a child’s emerging agency 
is overlooked rather than nourished” (Rooney, 2010, p. 353). 

256. Children need to develop their own knowledge and skills to judge about potentially 

harmful information or people online. Trusting a child can help them develop skills and 

competencies for dealing with difficult situations, whereas the opposite may lead to more 

secretive and risky behavior. This is not to say that balancing trust and risk is not a complex 

issue for all actors involved in a child’s development, who must consider whether they are 

protected from harm and whether certain technologies can help achieve this. However, avoiding 

risks altogether is unrealistic and when selecting the technologies children will interact with (if 

they are to be used at all), other factors should also be factored in (Rooney, 2010). 

257. Surveillance technologies also affect the development of autonomous children and the 

way they understand privacy. The development of individual autonomy is crucial for both social 

and socio-emotional development during early childhood. By exploring autonomous actions, 

children learn to understand their role in society within a specific socio-cultural context, which 

helps them become capable adults (Nolan; Raynes-Goldie; McBride, 2011, p. 25). Developing 

autonomy is also tied to fostering various aspects of their growth, including identity formation, 

independence, responsibility, individuation, resilience, and self-expression. Additionally, it is 

crucial for properly developing prosocial behavior, forming strong and trusting relationships, 

and enhancing critical thinking skills (Nolan; Raynes-Goldie; McBride, 2011, p. 25–26). 

258. In contrast, heteronomous children tend to view choices in terms of rewards or 

punishments rather than critically evaluating them. For instance, heteronomous children 

typically believe that lying is wrong only if they get caught and punished, but it is acceptable if 

they do not. Heteronomy can be present in various aspects of a child’s life, not only in relation 

to their parents but also through education, religion, and other institutional structures that 

reinforce reward and punishment (Nolan; Raynes-Goldie; McBride, 2011, p. 26), such as in the 

use of surveillance technologies in education. 

259. In the context of healthy socio-emotional development, privacy and autonomy are 

intertwined and dependent on each other (Nolan; Raynes-Goldie; McBride, 2011, p. 27). 

Autonomy is essential for individuals to exercise their privacy and data protection rights, 

allowing them to make decisions free from external influence. Conversely, privacy and data 

protection are also crucial for children, as they need their own space to reflect on their values, 

beliefs, and preferences without manipulation or other external interference. This is especially 
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important during the development of these values, as surveillance technologies may interfere 

and impact a child’s perception of them. 

260. If children cannot experience privacy in their daily lives, they may not develop the 

ability to establish and advocate for their own boundaries and privacy, or even recognize the 

boundaries of others. This heteronomous conditioning may be a contributing factor to the 

prevailing perception of today’s youth as being inappropriate “over-sharers” who do not 

appreciate or value privacy (Nolan; Raynes-Goldie; McBride, 2011, p. 27). 

261. In early childhood, children exhibit a desire for privacy and autonomy by engaging in 

acts of independence and resistance to authority, such as making a mess or noise or running 

away when called. However, this raises the question of whether it is possible to cultivate 

genuine autonomy in spaces where children are under constant surveillance and their only 

means of resisting heteronomy is through secrecy or subversion (Nolan; Raynes-Goldie; 

McBride, 2011, p. 27).  

262. This also hampers creativity and experimentation, preventing individuals from 

expressing themselves freely due to the fear of consequences. Ultimately, it can stagnate society 

since these experimentations cannot slowly become commonplace, moral, and/or legal. “All 

social progress—from ending slavery to fighting for women’s rights—began as ideas that were, 

quite literally, dangerous to assert” (Schneier, 2018). 

263. This directly affects the possibility of implementing a quality education that focuses on 

the holistic development of human beings. If children cannot trust the space and the adults who 

take care of them while being educated, this causes them to reduce their participation due to 

fear of making mistakes and being reprimanded. Considering that making mistakes is inherent 

and essential to get things right within the school environment, we might witness a generation 

struggling not only with learning but also with becoming critical and creative citizens who can 

navigate the world’s problems. 

Interim conclusion 

264. In this chapter, the aim was to present the reasons why children need special protection 

in relation to the rights to privacy and to the protection of personal data. I first described the 

theory of layers of vulnerability as developed by Luna (2009) and why being a child is an extra 

layer that entails special attention. This was complemented by the fact that children were born 
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in a world where the analogue and the digital are in tandem like never before, meaning that 

their digital footprint is proportionally larger than previous generations’. 

265. I also discussed why privacy and data protection are a cross-cutting dimension of risks 

to children’s online presence, which will be complemented in Part III by the specific risks 

brought about by edtech. Finally, I have presented why privacy and data protection are 

important for the development of children as a whole, especially for their autonomy, which is 

extremely important for education. 

266. The multifaceted nature of children’s presence in the digital environment demands a 

comprehensive and nuanced approach that acknowledges their unique characteristics and 

developmental needs. Edtech has the potential to offer unprecedented opportunities for 

learning, accessing information, and developing physical, social, and digital skills. As presented 

in the introduction to this thesis, these benefits should be acknowledged as an important 

opportunity to take education to the next level, promoting more access and equity for all 

children. Recognizing that opportunities are often associated with risks, however, the former 

should be balanced with the need to cater to other rights, striving for a delicate balance between 

protecting children and allowing them to develop autonomously as human beings. 



89 

 

 

Chapter 5. The CRC in the digital environment 

267. The CRC was unanimously adopted on November 20, 1989 by the UN’s General 

Assembly. It is so far the most ratified human rights treaty in history, with currently 196 parties 

(Nations Unies, 2023). Especially during a time of changing world order, the CRC brought 

about a significant paradigm shift. Children should not be viewed as mere possessions of their 

parents or miniature adults. Instead, children began to be internationally recognized as rights 

holders (UNICEF, [s. d.]). 

268. The CRC fully applies to the digital environment, as the latter has become an integral 

part of children’s lives, both positively and negatively impacting several of the rights enshrined 

therein. These rights are affected even when the child does not have access to the internet or 

other technologies themselves (Committee on the Rights of the Child, 2021). More evidently, 

the lack of access to digital ICTs itself compromises rights such as education, information, and 

social interaction. However, more indirectly, children are also affected by the spread of 

misinformation; by decisions made about them based on their data, even without their 

participation; and by the regulation (or lack thereof) of the digital environment. 

269. To implement the rights-based approach described in the introduction to Part II, the 

following subsections will describe how some provisions outlined in the CRC are 

interconnected with the use of data-driven edtech, and, more specifically, affect children’s right 

to privacy and to the protection of personal data.  

270. Considering that the CRC is a comprehensive framework, I will focus on the provisions 

that are considered cross-cutting standards (being used to guide the interpretation or 

implementation of other rights) or that directly links to the scope of the thesis. As defined by 

Hanson and Lundy (2017), the concept of cross-cutting standards largely overlaps with the idea 

of general principles, as described by the Committee on the Rights of the Child. It is then 

important to briefly explain the idea of the CRC’s general principles, how they came to be, as 

well as why this thesis does not fully adopt this concept.  

271. Originally, the CRC did not make any hierarchical distinction in relation to its 

provisions nor mention the idea that some of them should be used to interpret and implement 

the rest of the Convention. The term “general principles” was introduced by the Committee on 

the Rights of the Child in its general guidelines on periodic reporting in 1996 (Doek, 2007). 

The Committee identified these principles as arts. 2, 3, 6 and 12 of the CRC, i.e., the right to 
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non-discrimination; the right to have the child’s best interests taken as a primary consideration; 

the right to life and development; and the right to have their views given due weight in 

accordance with their age and maturity. 

272. The idea of the general principles is largely adopted by scholars and have been widely 

used by many stakeholders. However, it was not included within the CRC itself and its meaning 

was not thoroughly developed by the Committee (Hanson; Lundy, 2017). It remains unclear, 

for example, why these specific provisions were selected as general principles and not others 

(Lundy; Byrne, 2017). Indeed, some provisions have an intersecting role in relation to all 

articles of the Convention, as evident from their wording and practical interpretation, such as 

arts. 2, 3, and 12, as will be detailed below. However, art. 6 on the right to live, survival and 

development “sits uncomfortably as a provision with a cross-cutting role” (Hanson; Lundy, 

2017, p. 301). 

273. It is evident that the right to life is a child’s most fundamental human right since its 

fulfilment is a precondition for the realization of all other fundamental rights. In the same way, 

realizing all other rights enshrined in the CRC contributes to the child’s survival or 

development. Nevertheless, it is not easy to grasp the added value of this right for the 

interpretation or implementation of other articles in the CRC (Doek, 2007, p. 37). 

274. Having this in mind, Hanson and Lundy (2017) propose an alternative 

conceptualization. They argue that it is possible to identify in the CRC some “overall 

implementation obligations” related to implementing legislation, setting up of national bodies, 

development of policies, etc., such as arts 4, 41, 42, and 44 parag. 6, CRC. They also identify 

some substantive cross-cutting standards13 that, as mentioned above, will be important to 

interpret and implement the CRC as a whole. The authors propose replacing art. 6 by art. 5 on 

the child’s evolving capacities as it has been recognized not only by different child rights actors 

but also by the Committee (see infra Section 5.3) as having a cross-cutting role. The subsections 

below will then adopt this alternative conceptualization and also discuss the rights to privacy, 

 
13 The authors “choose the word ‘cross-cutting’ rather than ‘general’, or ‘overall’ because it directly expresses 
what these provisions do: they cross-cut or intersect with and apply to all other articles. We propose the word 
‘standard’ since the common usage of this term expresses, in a general descriptive manner, a substantial norm 
and also refers to a required level of quality that can be measured. The term ‘standard’ hence expresses the two 
main functions of the four provisions (non-discrimination, best interests of the child, respect for the evolving 
capacities and respect for the views of the child) which are to provide a framework to interpret the CRC as well 
as to assess progress made with the implementation of the Convention as a whole” (Hanson; Lundy, 2017, p. 
302). 
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education, and protection against economic exploitation as enshrined in the CRC, since they 

are directly related to the core focus of the thesis. 

5.1 The right to non-discrimination  

275. Neither art. 2, CRC, nor the Committee on the Rights of the Child define the concept of 

“discrimination”. However, the latter has already invoked some elements of the right to non-

discrimination that can help understand it. This right can be defined as “the prohibition of 

treating similar situations differently without an objective justification” (Besson; Kleber, 2019). 

276. Besson and Kleber (2019, p. 60–64) identify and analyze three elements from this 

definition. First, discrimination implies an unfavorable treatment of any kind, be it a different 

treatment in similar situations or similar treatment in different situations. There is no need to 

show intent to discriminate, which means that it encompasses both direct and indirect 

discrimination.  

277. The second element is the necessity of this discrimination to be based on a prohibited 

ground. Art. 2(1), CRC, provides a list of discriminatory grounds, but this list is purely 

indicative and can be extended to other similar grounds. It is also important to mention that art 

2(2), CRC, extends this protection to discrimination or punishment based on the child’s parents, 

legal guardians, or family members’ characteristics. Linked to the discussion on the existence 

of layers of vulnerability is the emphasis by the Committee that discrimination can be based on 

multiple grounds (multiple discrimination). In a concrete case, it may be challenging to separate 

these grounds, but they are “useful to highlight the especially vulnerable position of children in 

society, and the Convention’s lack of explicit protection against discrimination based on age 

together with other grounds” (Besson; Kleber, 2019, p. 63). 

278. Finally, a third element is the absence of justification. The Committee on the Rights of 

the Child (2016, parag. 21) is of the opinion that “not every differentiation of treatment will 

constitute discrimination, if the criteria for such differentiation are reasonable and objective and 

if the aim is to achieve a purpose that is legitimate under the Convention”. Ultimately, the mere 

existence of the CRC and of a framework that specifically recognizes children’s rights already 

target a justifiable differentiation between children and adults. Here, the principle of the best 

interests of the child can be understood as a tool to help justify differential treatments, either 

between children and adults or between children themselves (Besson; Kleber, 2019, p. 64). 
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279.   In the digital environment, discrimination manifests in multiple ways, such as in 

unequal access to technology or hate speech. More important for this thesis, though, is the 

potential for discrimination stemming from biased algorithms. As exemplified before, this can 

happen “when automated processes that result in information filtering, profiling or decision-

making are based on biased, partial or unfairly obtained data concerning a child” (Committee 

on the Rights of the Child, 2021, parag. 10). This also occurs when children in different regions 

of the world have varying levels of protection concerning their personal data, not necessarily 

due to the absence of minimal legal protection regarding the technologies that affect them, but 

rather due to the lack of enforcement and the presence of economic incentives conflicting with 

their fundamental rights. 

5.2 The right to have the child’s best interests taken as a primary consideration  

280. Art. 3, 1, CRC, provides children with the right to have their best interests taken as a 

primary consideration in all actions that concern them. This is not a new concept and was first 

introduced in the 1959 Declaration on the Rights of the Child. Here, it is important to understand 

the meaning of best interests and what is the role of this right in the CRC. 

281. The best interests of the child is purposefully an indeterminate concept, and it will vary 

according to different societies and historical periods. An interesting definition is given by John 

Eekellar, who understands it as “[b]asic interests, for example to physical, emotional and 

intellectual care; developmental interests, to enter adulthood as far as possible without 

disadvantage; autonomy interests, especially the freedom to choose a lifestyle of their own” 

(Eekellar, 1992, 230-231, as cited in Freeman, 2007, p. 27). 

282. Determining what is in the best interest of a child or group of children must necessarily 

be done through a rights-based approach, considering all the rights enshrined in the CRC. 

Ultimately, this is an open and dynamic concept and will largely depend on the assessment of 

the specific context where it is applied (Committee on the Rights of the Child, 2013a). 

283. In its General Comment on the matter, the Committee on the Rights of the Child does 

not attempt to prescribe what is in the best interests of a child in any given situation but provides 

a framework for identifying it. It recognizes three primary roles of this right. First, it is a 

substantive right, which means that children need to have their best interests taken as a primary 

consideration (the child’s interests have high priority and should not be seen as just one of 

several considerations) when different interests are being considered and whenever a decision 
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concerning the child is taken. Second, when it is possible to interpret a legal provision in 

multiple ways, the interpretation that best serves the child’s best interests should be selected, 

having as a basis the rights recognized by the CRC (best interests understood as a fundamental, 

interpretative legal principle). Finally, it is also a rule of procedure, and an evaluation of the 

positive or negative impacts of a decision on the child or group of children should be included 

in every decision-making process that could affect them (Committee on the Rights of the Child, 

2013a, parag. 6). 

284. It is important to mention that this applies not only to decisions made within the scope 

of the state, but also to the ones made by the private sector, “including those providing services, 

or any other private entity or institution making decisions that concern or impact on a child” 

(Committee on the Rights of the Child, 2013a, p. para 14, (c)) 

285. In a concrete case, in order to define what the best interests actually are, the Committee 

provides the following parameters: 

a) The universal, indivisible, interdependent and interrelated nature of children’s 
rights;  
b) Recognition of children as right holders;  
c) The global nature and reach of the Convention;  
d) The obligation of States parties to respect, protect and fulfill all the rights in the 
Convention;   
e) Short-, medium- and long-term effects of actions related to the development of the 
child over time (Committee on the Rights of the Child, 2013a, parag. 16). 

286. For this thesis, the last criterion is especially important. In the decision-making process, 

decision-makers will mainly focus on the current interests of the child, which are often 

formulated in relation to experiential considerations (Freeman, 2007, p. 3). Nevertheless, future 

interests that are frequently more focused on developmental considerations (Freeman, 2007, p. 

3) should also be taken into account. The right to have the child’s best interest into consideration 

should also be seen as a precautionary principle, which “requires assessing the possibility of 

future risk and harm and other consequences of the decision for the child’s safety” (Committee 

on the Rights of the Child, 2013a, p. 74). The understanding obliges us to act cautiously even 

when the potential danger of a certain technology is not fully established, but there are 

indications that not acting upon them could inflict harm. This is especially true for the decisions 

related to the use of technologies, the benefits of which are not confirmed by scientific evidence 

(Lievens, 2021). We can thus say that the precautionary principle flips the coin and adds extra 

importance to proving that technology does good rather than proving that it actually causes or 

will at some point in the future cause harm. 
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287. Here, the link with the evolving capacities of the child should also be made. The 

maturity of the child should not only be considered when assessing their best interests but also 

be used as a criterion for reassessing the decision over time. The scenarios of the child’s 

development should be taken into account, and “decisions should assess continuity and stability 

of the child’s present and future situation” (Committee on the Rights of the Child, 2013a, parag. 

84). 

288. As a General Measure of Implementation for the CRC, the best way to identify and 

balance all the interests involved in a decision that affects children is to perform a Child-rights 

Impact Assessment (CRIA) (Committee on the Rights of the Child, 2003). Every policy, 

whether intended or not, has a positive or negative impact on the lives of children (Payne, 2019) 

and understanding the role of art. 3, 1, as a rule of procedure demands states to explain, in every 

decision, what has been considered in the child’s best interest, which criteria have been used, 

and how different interests have been weighed (Committee on the Rights of the Child, 2013a, 

parag. 6). 

289. Although initially targeting state’s initiatives, this tool was later also extended to 

businesses (Mukherjee; Pothong; Livingstone, 2021), especially under the UN Guiding 

Principles on Business and Human Rights (United Nations Human Rights. Office of the High 

Commissioner, 2011). 

Child-rights  impact  assessments  can  be  used  to  consider  the  impact  on  all  
children  affected by the activities of a particular business or sector but can also 
include assessment of the differential impact of measures on certain categories of 
children. The assessment of the impact itself may be based upon input from children, 
civil society and experts, as well as from relevant government departments, academic 
research and experiences documented in the country or elsewhere. The   analysis   
should result in recommendations for amendments, alternatives and improvements 
and be publicly available (Committee on the Rights of the Child, 2013b, parag. 80). 

290. The Committee’s understanding has been reinforced in its General Comment 25, which 

focuses on the impact of the digital environment on children’s rights. CRIAs should be carried 

out by businesses “with special consideration given to the differentiated and, at times, severe 

impacts of the digital environment on children” (Committee on the Rights of the Child, 2021, 

parag. 38).  

States  parties  should  require  all businesses  that  affect  children’s  rights  in  relation  
to  the  digital  environment  to  implement regulatory  frameworks,  industry  codes  
and  terms  of  services  that  adhere  to  the  highest standards of ethics, privacy and 
safety in relation to the design, engineering, development, operation, distribution and 
marketing of their products and services. That includes businesses that  target  
children,  have  children  as  end  users  or  otherwise  affect  children.  They  should 
require such businesses to maintain high standards of transparency and  accountability  
and encourage them to take measures to innovate in the best interests of the child. 
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They should also  require  the  provision  of  age-appropriate  explanations  to  children,  
or  to  parents  and caregivers for very young children, of their terms of service 
(Committee on the Rights of the Child, 2021, parag. 39).  

291. Given its rapid pace of change and complex nature, especially in relation to its long-

term consequences, the digital landscape particularly requires the use of such tools. Many 

stakeholders agree that “if CRIA were used effectively, and its results evaluated transparently, 

it will make a real difference to realizing children’s rights in a digital world” (Mukherjee; 

Pothong; Livingstone, 2021, p. 26). 

5.3 The right to be given appropriate direction and guidance in a manner consistent with the 
evolving capacities of the child 

292. The reference to “evolving capacities” happens twice in the CRC in art. 5 and art. 14(2). 

Both are related to parental direction and guidance and do not create by itself a right of the child 

to exercise the rights enshrined in the convention based on their evolving capacities. They 

actually recognize the right of children to receive parents’ and guardians’ due guidance and to 

secure the realization of these rights according to their evolving capacities (Tobin & Varadan, 

2019, as cited in Varadan, 2019, p. 308). More broadly, it can be understood as a principle that 

addresses the processes of children’s maturation, as well as their acquisition of competencies, 

understanding, and agency to assume more responsibility and exercise their rights. This should 

directly impact their parents’ guidance towards an exchange on an equal footing (Committee 

on the Right of the Child, 2016, parag. 18; Committee on the Rights of the Child, 2009, parag. 

84). 

293. However this concept has taken a broader role over time. Having analyzed all the 

comments and jurisprudence from the Committee on the Rights of the Child that mention the 

notion of evolving capacities, Varadan (2019) concludes that the Committee has indeed 

recognized it as a principle that should be used while interpreting and implementing the CRC, 

confirming the need to include it as a cross-cutting standard, as defended by Hanson and Lundy 

(2017). The Committee’s understanding can be categorized into three distinct groups: 

1) “evolving  capacities” as an enabling principle, in which the term is used to 
empower children in the exercise of their rights under the UNCRC; (2) “evolving 
capacities” as an interpretative principle, in which the term is used to interpret specific  
provisions of the Convention in a manner that recognizes children’s capacities in the 
exercise of their rights; (3) “evolving capacities” as a policy principle, in which the 
term is used to guide states in policy-making and programming on children’s rights 
(Varadan, 2019, p. 316). 
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294. Understanding the evolving capacities of the child as a principle has profound 

implications for children’s human rights. Is crucial for striking a balance between “recognising 

[them] as active agents in their own lives, entitled to be listened to, respected and granted 

increasing autonomy in the exercise of rights [… and] being entitled to protection in accordance 

with their relative immaturity and youth” (Lansdown, 2005, p. 3). 

295. These three categories can be directly applied when children navigate the digital 

environment and specifically when they are supposed to use edtech. When it comes to 

empowering children by recognizing children's evolving capacities, data protection frameworks 

can include means for them to actively and autonomously participate in decisions regarding 

their personal data. Examples would include enabling children to consent to the processing of 

their personal data or exercise certain data subject rights depending on their complexity. The 

Committee emphasizes that the right to exercise increasing levels of responsibility does not 

mean that other protective measures should not apply (Committee on the Right of the Child, 

2016, parag. 19).  

296. Viewing the evolving capacities as an interpretative principle implies that data 

protection laws should be interpreted and applied in a way sensitive to children’s developmental 

stages and respect their evolving understanding of privacy and data protection. Finally, as a 

policy principle, it could translate into discussions of age appropriateness, which refers to “a 

developmental concept whereby certain activities may be deemed appropriate or inappropriate 

to a child’s ‘stage’ or level of development” (Cassidy, 2013, p. 83). This is because the risks 

and opportunities faced by the child in this realm will vary according to their age and stage of 

development (Committee on the Rights of the Child, 2021, parag. 19). Many DPAs in Europe, 

in this sense, have already issued specific guidelines interpreting the data protection laws 

according to children’s specificities, helping controllers to act in accordance to children’s 

evolving capacities and assisting technologists in designing with this principle in mind.  

5.4 The right to have their views given due weight in accordance with their age and maturity  

297. Art. 12, CRC, guarantees the right for children to express their views freely and be given 

due weight in all matters that affect them, according to their age and maturity. It is closely 

linked to the concept of participation, which are ongoing processes that “include information-

sharing and dialogue between children and adults based on mutual respect, and in which 

children can learn how their views and those of adults are taken into account and shape the 
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outcome of such processes” (Committee on the Rights of the Child, 2009, parag. 3). The idea 

of participation also emphasizes that this should be not only a momentary act, but the foundation 

for an ongoing dialogue between children and adults in the development of policies, programs, 

and measures across all areas of children’s lives (Committee on the Rights of the Child, 2009, 

parag. 13).  

298. In order to better understand the scope of this right, it is important to unpack some of 

its foundational aspects. First, children should have the ability to freely express their views. The 

term “freely” implies that no pressure should be exerted upon the child, allowing them to decide 

whether or not to exercise this right. Additionally, it entails that children should not be 

manipulated or subjected to undue influence or pressure and that they should be able to express 

their own perspectives rather than adopting the opinions of others (Committee on the Rights of 

the Child, 2009, parag. 22). 

299. Children also need to have their rights to freedom of expression (art. 13, CRC) and 

access to information (art. 17, CRC) fulfilled. The latter is indeed a prerequisite to the right to 

be heard, as children need information to take well-informed stances and make decisions. This 

includes “matters, options and possible decisions to be taken and their consequences [… as well 

as information] about the conditions under which she or he will be asked to express her or his 

views” (Committee on the Rights of the Child, 2009, parag. 25). The Committee also 

emphasizes that children should receive all the information and advice to make a decision in 

favor of their best interests (Committee on the Rights of the Child, 2009, parag. 16). The quality 

of the information received by the child should be child-friendly, comprehensible according to 

their age and maturity, and accessible. 

300. Simply hearing the child is not sufficient. Their views should be seriously considered 

in accordance with their age and maturity. Considering that children’s level of understanding 

are not homogeneously linked to biological age, the Committee included the criterion of 

maturity, which refers to “the ability to understand and assess the implications of a particular 

matter” (Committee on the Rights of the Child, 2009, parag. 30). 

301. In its General Comment on the matter, the Committee also explicitly provides guidance 

on hearing children’s views in the school environment, as it is fundamental to the realization of 

the right to education and to address issues such as bullying and discrimination. It emphasizes 

the importance of encouraging children’s active engagement within a participatory learning 
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setting, particularly when it comes to designing curricula and school programs (Committee on 

the Rights of the Child, 2009, parag. 107). States parties should also 

consult children at the local and national levels on all aspects of education policy, 
including, inter alia, the strengthening of the child-friendly character of the 
educational system, informal and non-formal facilities of learning, which give 
children a “second chance”, school curricula, teaching methods, school structures, 
standards, budgeting and child-protection systems (Committee on the Rights of the 
Child, 2009, parag. 111). 

302. In the digital realm, the right to be heard could be promoted through consultative online 

processes, for example. States parties should also involve all children in the development of 

legislation, policies, programs, services and training on children’s rights targeting this 

environment. It is also their role to ensure that “digital service providers actively engage with 

children, applying appropriate safeguards, and give their views due consideration when 

developing products and services” (Committee on the Rights of the Child, 2021, parag. 17–18). 

Realizing this right in the context of datafication is especially important when the dominant 

discourse is that data can speak for themselves. 

303. The right to be heard and, consequently, the right to participate hold particular 

significance in selecting and implementing technologies within schools. Involving children in 

decision-making processes regarding the edtech used in their educational environments 

empowers them to shape their learning experiences, including how their rights to privacy and 

data protection are considered; ensures that edtech meets the diverse needs and preferences of 

the student body; and fosters a sense of ownership and accountability, ultimately leading to 

more effective and inclusive educational practices.  

5.5 The right to privacy 

304. Art. 16, CRC, basically mirrors art. 12 of the Universal Declaration of Human Rights 

(UDHR) and art. 17 of the International Covenant on Civil and Political Rights. However, this 

provision should be interpreted through a child-centric approach, given the different ways that 

children experience privacy in comparison to adults (Schmahl, 2021). It aims to protect six 

different but related interests against arbitrary or unlawful interference: privacy, family, home, 

correspondence, honor, and reputation. The literature often includes all these interests within 

the concept of privacy, which is justified by a broad understanding of it (Tobin; Field, 2019).  

305. Although the concept of privacy is widely used, it has never been properly defined, 

neither by the Committee on the Rights of the Child, nor by the Human Rights Committee. 
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However, having analyzed the jurisprudence of international human rights bodies, Tobin and 

Field (2019) identified the development of at least five dimensions of this right: physical and 

psychological integrity; decisional autonomy; personal identity; informational privacy; and 

physical/spatial privacy. For the purposes of this thesis, I will focus on the second, third and 

fourth dimensions. 

306. The decisional autonomy dimension is related to “the capacity to make decisions 

regarding how an individual leads his or her private life” (Tobin; Field, 2019, p. 565). This idea 

poses a challenge for children due to child’s maturity and a potential conflict between a child 

and their parents. Both issues can be solved by a contextual analysis of the child’s best interests 

and evolving capacities. This is also a relational concept and includes the autonomy of a child 

to enter into relationships with others. 

307. Privacy is also related to the ability to freely express one’s identity. The concept of a 

child’s identity would include, for instance, “the rights to a name, a nationality, to be registered 

immediately after birth, as well as elements of a child’s religious and cultural identity” (Tobin; 

Field, 2019, p. 568). This right to identity is key to accessing other rights, as it is related to the 

very recognition of children as rightsholders. 

308. Finally, the informational privacy dimension is closely linked to the control of personal 

information and, therefore, to the right to the protection of personal data. The analyzed 

jurisprudence reinforces that it applies the access to data created by a person for personal use 

(such as in personal diaries or text messages) as well as, more broadly, information about a 

child that either public or private actors can hold.  

309. The protection of personal data is an essential safeguard since many children’s activities 

now take place in the digital environment. Practices such as “automated data processing, 

profiling, behavioral targeting, mandatory identity verification, information filtering and mass 

surveillance are becoming routine [… and] may lead to arbitrary or unlawful interference with 

children’s right to privacy” (Committee on the Rights of the Child, 2021, parag. 68). 

310. In its General Comment n. 25, the Committee on the Rights of the Child states that 

surveillance and automated processing of data should not only respect children’s rights to 

privacy but also not be  

conducted routinely, indiscriminately or without the child’s knowledge or, in the case 
of very young children, that of their parent or caregiver; nor should it take place 
without the right to object to such surveillance, in commercial settings and 
educational and care settings, and consideration should always be given to the least 
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privacy-intrusive means available to fulfil the desired purpose (Committee on the 
Rights of the Child, 2021, p. 75, emphasis added) 

[…]  By  introducing or using data protection, privacy-by-design and safety-by-design 
approaches and other regulatory measures, States parties should ensure that businesses 
do not target children using those or other techniques designed to prioritize 
commercial interests over those of the child (Committee on the Rights of the Child, 
2021, parag. 110). 

311. This is especially important when considering the use of technology in education, as it 

highlights the inherent power imbalances among educational institutions, technology providers, 

and students/their parents. Unfortunately, in many instances, individuals are left with no viable 

option to opt out of pervasive surveillance and select a less intrusive technological solution. 

312. More specifically, the Committee emphasizes that processing children’s data may lead 

to the violation of their rights, such as “through advertising design features that anticipate and 

guide a child’s actions towards more extreme content, automated notifications that can interrupt 

sleep or the use of a child’s personal information or location to target potentially harmful 

commercially driven content” (Committee on the Rights of the Child, 2021, parag. 40). It also 

explicitly states that  

States parties should prohibit by law the profiling or targeting of children of any age 
for commercial purposes on the basis of a digital record of their actual or inferred 
characteristics, including group or collective data, targeting by association or affinity 
profiling. Practices that rely on neuromarketing, emotional analytics, immersive 
advertising and advertising in virtual and augmented reality environments to promote 
products, applications and services should also be prohibited from engagement 
directly or indirectly with children (Committee on the Rights of the Child, 2021, 
parag. 42). 

313. Considering all these dimensions of the right to privacy, according to international 

human rights bodies’ jurisprudence, it is important, however, to avoid a purely protectionist 

approach. While shielding children from potential risks that may be encountered in the digital 

environment is a legitimate aim, this should be balanced against the realization of other rights, 

such as freedom of expression, freedom of association and even education (Lievens et al., 

2019). The right to privacy, understood broadly, is essential but is just one of the human rights 

of children that should be considered in decision-making processes in any given case.   

5.6 The right to education 

314. The right to education is widely accepted and recognized and, in its enabling role, is 

essential for enjoying many other human rights. It is a prerequisite for engaging in political 

activities and ensuring the proper operation of democratic systems; a requirement for many 
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employment opportunities; a valuable resource to deal with poverty; and a factor that deeply 

influences individuals’ well-being and environmental health (Courtis; Tobin, 2019, p. 1058).  

315. The right to education is thus vital to empower children, “providing them with the skills 

necessary to be on guard against exploitation in all its forms, understand democracy and human 

rights” (Courtis; Tobin, 2019, p. 1060), as well as enjoy a “well-educated, enlightened and 

active mind, able to wander freely and widely” (Committee on Economic Social and Cultural 

Rights, 1999a, parag. 1).  

316. Although generally classified as an economic, social and cultural right, its centrality for 

the enjoyment of civil and political rights defies human rights classifications and “epitomizes 

the indivisibility and interdependence of all human rights” (Committee on Economic Social and 

Cultural Rights, 1999b, parag. 2). It should be then recognized both as a right with an intrinsic 

value and as a multiplier right (Tomaševski, 2001, p. 10), “whose aims promote, support and 

protect the core value of the Convention: the human dignity innate in every child and his or her 

equal and inalienable rights” (Committee on the Rights of the Child, 2001, parag. 1). 

317. The CRC addresses the right to education in two provisions. Art. 28 recognizes the 

existence of a right to education in and of itself and mainly focuses on the issues of access to 

education. Art. 29 addresses the aims of education, directing the actions of State parties in 

relation to the quality of the education that should be provided. The CRC adopts a holistic 

notion of education that includes not only the acquisition of knowledge, but also “the 

development of life skills necessary to realize a child’s full potential within the broader context 

of the community and environment in which the child lives” (Courtis; Tobin, 2019, p. 1063). 

318. This holistic understanding of the role of education in individuals and society is fully 

aligned with the educational concept adopted in this thesis, based on Freire, as discussed in 

Chapter 1. By viewing history as a possibility, children as individuals whose agency should be 

fostered, and education as the engine of change towards a more egalitarian world, we realize 

how reductionist it is to treat education merely as synonymous with “learning”. Considering 

the current landscape of available edtech, this broad view of education has yet to be solidified 

and embedded in technologies. 

319. Katarina Tomaševski, the first UN Special Rapporteur on the Right to Education, 

suggests the “4As” conceptual framework to identify qualitative dimensions of education that 

should be implemented in order to fully realize the right enshrined in art. 28, CRC. According 
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to this framework, states have the obligation to make education available, accessible, acceptable 

and adaptable (Tomaševski, 2001).   

320. The dimension of availability is related to states’ obligation to make enough resources 

available to fulfil children’s educational rights, as well as to allow the establishment of 

educational institutions by non-state actors (Tomaševski, 2001). Accessibility refers to the need 

for education to be open to all. This implies non-discrimination, physical accessibility, and 

economic accessibility. Acceptability means that  

the content of education and teaching methods is relevant, culturally appropriate, and 
of good quality. [… T]he meaning of quality is to be determined by reference to the 
extent to which a state is able to provide an educational setting which is consistent 
with the broad and general aims of education outlined in article 29 of the Convention 
(Courtis; Tobin, 2019, p. 1069).  

321. Finally, adaptability relates to the need for education to be flexible to the student’s needs 

and contexts (e.g. students with disabilities, working children, children in situations of 

humanitarian crises etc.) (Tomaševski, 2001), as well as to the challenges that an evolving 

society poses (Courtis; Tobin, 2019). 

322. These dimensions that should inform the realization of the right to education, as stated 

in art. 28, CRC, are closely related and establish the link to art. 29, CRC, which describes the 

aims of education. The very first General Comment issued by the Committee on the Rights of 

the Child was focused on art. 29, CRC, and it understands that education should provide 

children with life skills. This includes not only literacy and numeracy but also the capacity “to 

make well-balanced decisions; to resolve conflicts in a non-violent manner; and to develop a 

healthy lifestyle, good relationships and responsibility, critical thinking, creative talents, and 

other abilities which give children the tools needed to pursue their options in life” (Committee 

on the Rights of the Child, 2001, parag. 9). Education should then “embrace the broad range of 

life experiences and learning processes which enable children, individually and collectively, to 

develop their personalities, talents and abilities and to live a full and satisfying life within 

society” (Committee on the Rights of the Child, 2001, parag. 2). 

323. The Committee also emphasizes that education should be child-friendly and developed 

in an environment that allows children to grow based on their evolving capacities. This means 

that the kind of teaching, as well as methods and technologies used within education, that focus 

“primarily on accumulation of knowledge, prompting competition and leading to an excessive 

burden of work on children, may seriously hamper the harmonious development of the child to 
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the fullest potential of his or her abilities and talents” (Committee on the Rights of the Child, 

2001, parag. 12). 

324. Art. 29 challenges an instrumentalist view of education, which considers education a 

tool for children to ensure economic prosperity and social cohesion (Lundy; Tobin, 2019, p. 

1117). Although these are valid and welcomed objectives, the key goal of education should be 

the “[…] development of the individual child’s personality, talents and abilities, in recognition 

of the fact that every child has unique characteristics, interests, abilities, and learning needs” 

(Committee on the Rights of the Child, 2001, parag. 9). More broadly, “the enjoyment of the 

right to education is not conditioned upon, or subordinated to, the achievement of instrumental 

societal goals” (Courtis; Tobin, 2019, p. 1062–1063). The list included in art. 29 also rejects 

“strict individualism in favor of a relational conception of rights in which children are aware of 

the rights and interests of others and their moral obligation to assume a constructive role in their 

society” (Lundy; Tobin, 2019, p. 1122). 

325. The digital environment has the potential to enhance the right to education and its aims 

recognized in art. 28 and 29, CRC. It can increase access to education and support learning 

opportunities in extracurricular activities. It can also qualitatively improve education, as 

children can access more information and educational resources and exchange their views with 

more people. However, as described above, providing education through digital technologies 

poses many challenges. Among the specific recommendations specified by the Committee on 

the Rights of the Child for fulfilling the right to education in the digital environment, two should 

be highlighted. 

326. First, procurement and use of educational technologies by state parties should adhere to 

evidence-based policies, standards, and guidelines. These technologies must be ethically sound, 

suitable for educational purposes, and ensure the protection of children from violence, 

discrimination, data protection violations, and commercial exploitation, among other potential 

risks (Committee on the Rights of the Child, 2021, parag. 103). 

327. Second, digital literacy is of vital import so children gain an understanding of the digital 

environment’s “infrastructure, business practices, persuasive strategies and the uses of 

automated processing and personal data and surveillance, and of the possible negative effects 

of digitalization on societies” (Committee on the Rights of the Child, 2021, parag. 105). Media 

literacy should serve a dual purpose for children and young individuals, encompassing both a 

protective and a participatory aspect. It equips them with the necessary skills and competencies 
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to navigate and control their online presence. Policies and initiatives concerning media literacy 

should thus be developed in alignment with all children’s human rights (Lievens et al., 2019, 

p. 500) and the school curriculum appears to be the best place to discuss and implement these 

initiatives with children and educators. 

5.7 The right to protection against economic exploitation 

328. Art. 32, 1, CRC, recognizes the child’s right to be protected from economic exploitation. 

Although the interpretation of this provision is generally focused on the protection against child 

labor, it is possible to understand this right in a much broader sense. Verdoodt (2020) proposes 

to separate this right in two to argue for the expansion of its interpretation. First, “economic” 

indicates a material interest, namely, the pursuit of gain or profit through the production, 

distribution, or consumption of goods and services. This material interest can influence the 

economy at various levels, such as the state, the community, or the family. Second, 

“exploitation” refers to unfairly taking advantage of others for one’s own advantage or benefit. 

Specifically, this encompasses actions like manipulation, misuse, abuse, victimization, 

oppression, or ill-treatment (Verdoodt, 2020, p. 98).  

329. The broader understanding of these elements allows us to recognize them in the digital 

environment, as already described above. The need to prioritize children’s best interests over 

commercial interests in the digital environment has also been recently emphasized by the 

Committee on the Rights of the Child. In its General Comment 25 (2021), the Committee 

highlighted how commercial interests can negatively impact children’s rights to independent 

information (parag. 53), children’s freedom of expression (parag. 61), and children’s right to 

play (parag. 110).  

330. More specifically on the negative impacts on children’s data protection, the Committee 

is of the opinion that a) profiling and targeting must not occur for commercial purposes14; b) 

surveillance should not be part of a child’s routine and they have the right to object to it in 

 
14 “States parties should prohibit by law the profiling or targeting of children of any age for  commercial 
purposes on the basis of a digital record of their actual or inferred characteristics, including group or collective 
data, targeting by association or affinity profiling. Practices that rely on neuromarketing, emotional analytics, 
immersive advertising and advertising in virtual and augmented reality environments to promote products, 
applications and services should also be prohibited from engagement directly or indirectly with children.” 
(Committee on the Rights of the Child, 2021, parag. 42). 
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commercial, educational and care settings15; and c) privacy- and safety-by-design approaches 

should be implemented to prioritize children’s rights over commercial interests16. 

331. We should note that although the CRC is not legally binding to the private sector, based 

on the UN Guiding Principles on Business and Human Rights,  

the Committee recognizes that duties and responsibilities to respect the rights of 
children extend in practice beyond the State and State-controlled services and 
institutions and apply to private actors and business enterprises. Therefore, all 
businesses must meet their responsibilities regarding children’s rights and States must 
ensure they do so […] (Committee on the Rights of the Child, 2013b, parag. 8). 

332. It would be fair to argue that students and their parents would not expect that their data 

be used for purposes unrelated to their education (Chakroun et al., 2022). The Consultative 

Committee of Convention 108, for instance, stated that “educational institutions need strong 

legislative frameworks and codes of practice to empower staff, and to give clarity to companies 

to know what is permitted and what is not when processing children’s data in the context of 

educational activities, creating a fair environment for everyone”  (CoE, 2021, p. 7). The Global 

Privacy Assembly is also of the opinion that “States should consider promoting regulations 

prohibiting the use or transmission to third parties of children’s data for commercial or 

advertising purposes and the practice of marketing techniques that may encourage children to 

provide personal data” (Global Privacy Assembly (GPA), 2021, p. 6). 

333. The discussion on the legitimacy of a for-profit approach to student’s data and its impact 

on children’s rights is intrinsically related to the business models of edtech solutions as 

discussed in Chapter 3. It prompts us to consider how the commodification of data may provide 

the incentive to collect and process increasingly larger amounts of children’s data in ways that 

prioritize profit over their well-being and rights. Therefore, discussing the effectiveness of the 

current data protection gal framework becomes necessary, considering that they still do not 

focus on the root of many of these problems. 

 
15 “Any digital surveillance of children, together with any associated automated processing of personal data, 
should respect the child’s right to privacy and should not be conducted routinely, indiscriminately or without the 
child’s knowledge or, in the case of very young children, that of their parent or caregiver; nor should it take 
place without the right to object to such surveillance, in commercial settings and educational and care settings, 
and consideration should always be given to the least privacy-intrusive means available to fulfil the desired 
purpose” (Committee on the Rights of the Child, 2021, parag. 75). 
16 “Leisure time spent in the digital environment may expose children to risks of harm, for example, through 
opaque or misleading advertising or highly persuasive or gambling-like design features. By introducing or using 
data protection, privacy-by-design and safety-by-design approaches and other regulatory measures, States parties 
should ensure that businesses do not target children using those or other techniques designed to prioritize 
commercial interests over those of the child”(Committee on the Rights of the Child, 2021, parag. 110). 
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Interim conclusion 

334. The CRC is a pivotal milestone in the history of children’s rights, representing a 

paradigm shift in societal perceptions and treatment of children. Their unique needs stemming 

from their evolving capacities and inexperience give rise not only to protective rights but also 

to provision and participation rights, fostering their holistic development. 

335. This chapter aimed to highlight CRC provisions most pertinent to the scope of this 

thesis. I presented a reconceptualization of the CRC’s core principles developed by Hanson and 

Lundy (2017), outlining four provisions crucial for implementing and interpreting all other 

rights in the Convention. These include the rights to non-discrimination, to have their best 

interests taken as a primary consideration, to be given appropriate guidance aligned with their 

evolving capacities, and to have their views given due weight according to their age and 

maturity. I elaborated on how these cross-cutting standards influence the interpretation of 

children’s data protection, offering some examples of their application in edtech. 

336. Additionally, I discussed other significant provisions, notably the right to privacy 

(broadly interpreted), the right to education, and the right to protection against economic 

exploitation. In the realm of education, technologies should are part of a comprehensive strategy 

aligned with the educational objectives mandated by art. 29, CRC, rather than being adopted 

solely for convenience or because they are freely available. Such technologies must also 

harmonize with children’s rights to privacy and protection against economic exploitation. This 

entails that if other interests, such as commercial ones, clash with the right to privacy, or if there 

is a foreseeable risk of harm from the technology in the future, the child’s best interests should 

serve as both an interpretative guide and a precautionary measure. 
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Chapter 6. EU’s relevant legal and policy frameworks 

337. The right to privacy as a human right was recognized in art. 8 of the European 

Convention on Human Rights (ECHR) in 1950 and has been broadly interpreted to encompass 

the protection of personal data (European Court of Human Rights, 2022). This is crucial for 

interpreting the rights enshrined in the Charter of Fundamental Rights of the European Union 

(CFR), as the interpretation of the latter must be informed by the interpretation of the ECHR 

by the European Court of Human Rights (ECtHR). Moreover, when applying the CFR, it is 

essential to ensure that the level of protection provided is, at a minimum, equivalent to that 

offered by the ECHR, according to art. 52(3), CFR. 

338. In the 1960s, many European countries started to realize the potential risks to privacy 

and human autonomy that arose with technological developments. This has led to various waves 

of laws that intended to regulate the processing of personal data, as well as to the recognition 

of data protection as a fundamental right in national constitutions. The German federal State of 

Hesse was the first to adopt a legal act on governmental records in 1971, and Sweden was the 

first European country to introduce a national-wide regulation in 1973 (Vogiatzoglou; Valcke, 

2022, p. 13). 

339. In 1980, the Guidelines on the Protection of Privacy and Transborder Flows of Personal 

Data were adopted by the OECD, representing the world’s first international statement of 

principles governing data processing. The principles focused on the protection of privacy and 

individual liberties and the guidelines were intended to balance it with the free flow of 

information (González Fuster, 2014).  

340. The Council of Europe (CoE)’s Convention 108 was also adopted in 1980 and opened 

for signature in January 1981. It was mainly driven by an understanding that although the 

national data protection regimes shared fundamental principles, there were significant 

disparities that justified further action (González Fuster, 2014, p. 86). Unlike the OECD 

Guidelines, it formally aimed to ensure data protection. However, it was also directly concerned 

with securing the free flow of data, and its preamble links it to the freedom of information 

across frontiers. This was mainly influenced by the exchange that occurred between the 

Committee of Experts on Data Protection and the OECD since the first meeting to discuss the 

Convention. They had a common view that the Convention should “respect the principle of free 

international flow of information as supported by the OECD, and to refrain from laying 
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obstacles in the way of international trade and commerce” (Hondius, 1978, p. 8, as cited in 

González Fuster, 2014, p. 87). 

341. On the EU level, the first legislation on the topic was the Data Protection Directive 

(DPD (European Union, 1995)), which was adopted in 1995 and remained in force until the 

GDPR application in 2018. Heavily influenced by the DPD and the increasing use of personal 

data to fuel new technologies, the CFR, adopted in 2000 (but becoming binding only in 2009) 

recognized not only the right to respect for privacy and family life, in its art. 7, but also the 

protection of personal data in its art. 8 as a separate right (Fabbrini, 2015). The entry into force 

of the Lisbon Treaty in 2009 also led to important developments for the data protection right in 

the EU (Kranenborg, 2021). It was explicitly recognized both in art. 16 of the Treaty on the 

Functioning of the European Union (TFEU), and art. 39 of the Treaty on the European Union 

(TEU). Furthermore, the CFR was granted legal binding force. 

342. The separation of the two rights in the CFR was, however, not obvious, and there is still 

intense scholarly discussion concerning their relationship, particularly the nature and role of the 

right to data protection (Vogiatzoglou; Valcke, 2022). The case law of the Court of Justice of 

the European Union (CJEU) often presents these two rights in an interwoven manner (González 

Fuster; Hijmans, 2019, p. 4) and, when discussing art. 8, “generally uses a secondary law 

parlance” (Vogiatzoglou; Valcke, 2022, p. 22). Therefore, the risk of downgrading the 

fundamental right to data protection to the level of secondary law should be considered. This 

could potentially limit its content and protective value, opposing the prevalence of EU primary 

law over EU secondary law (Vogiatzoglou; Valcke, 2022, p. 22). 

343. Although the discussion about the adequacy and differentiation of these two rights is 

not the focus of this thesis, it is essential to highlight their relevance to the conceptualization of 

data protection in Europe. Ultimately, the separate consideration of personal data protection 

from privacy, aiming to promote the free flow of information, may serve as the foundation for 

the current regulation of data as itself a subject of law. Therefore, it is crucial to understand the 

challenges and potentials of art. 8 as a standalone right (Vogiatzoglou; Valcke, 2022), especially 

when this interpretation could provide a higher level of protection for citizens’ fundamental 

rights. 

344. Apart from arts. 7 and 8, CRF, it is also important to briefly highlight the importance of 

art. 24, CRF, on the rights of the child, as it could also influence the way we interpret children’s 

rights to privacy and to the protection of personal data. According to its explanation note, art. 



109 

 

 

24 is “based on the New York Convention on the Rights of the Child signed on 20 November 

1989 and ratified by all the Member States, particularly Articles 3, 9, 12 and 13 thereof” 

(European Union, 2007b). The provision does not adopt the exact wording of the CRC 

provisions but rather reformulates them in a less detailed way (Lamont, 2021, parag. 24.45). 

Contrary to what one might expect, the provisions it is based on are not exactly the CRC so-

called general principles or overarching standards, but an interesting mix of the right of the 

child to have their best interests considered as a primary consideration; the right of the child not 

to be separated from their parents against their will; the right to be heard; and the right to 

freedom of expression. 

345. The TFEU defines no direct competence over the general promotion of children’s rights. 

However, different aspects of EU Law directly impact children, which means that art. 24 has 

the potential to shape the development and interpretation of EU measures concerning children 

(Lamont, 2021, parag. 24.03). The inclusion of this right in the Charter was also seen as a 

symbolic shift towards recognizing children as rights holders (Lamont, 2021, parag. 24.48). 

6.1 The General Data Protection Regulation (GDPR) 

346. This section will serve the purpose of a functional analysis of the GDPR, aiming to map 

key provisions related to the challenges identified in Part III of this thesis. I will specifically 

focus on provisions targeted at the specificities of children, as well as the ones regarding 

principles, transparency obligations, roles and responsibilities, legal bases, data subject rights, 

and the necessity of performing risk/data protection impact assessments. 

6.1.1 General Principles 

347. Art. 5, GDPR, outlines general principles to be followed when processing personal data. 

Throughout the various generations of data protection laws in Europe, these principles have 

undergone few modifications (Terwangne, 2020a), demonstrating the growing importance and 

stability of data protection fundamentals. They serve not only as the starting point for more 

detailed provisions throughout the regulation (European Union Agency for Fundamental Rights 

(FRA), 2018), but also as a means to interpret it. The principles are lawfulness,  fairness  and  

transparency;  purpose  limitation;  data minimization; accuracy; storage limitation; integrity 

and confidentiality; and accountability. 
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348. The GDPR highlights the specificities of the processing of children’s data in the 

principle of lawfulness (art. 6(1)(f) and art. 8, GDPR), and transparency (art. 12(1), GDPR). 

Although considered a cornerstone of data processing, the principle of fairness is not further 

elaborated in the GDPR. Fair processing of personal data is closely related to the analysis of 

the reasonable expectations of the data subject, but what it means exactly, especially in the case 

of children, is still unclear (Milkaite, 2021, p. 206). The rights enshrined in the CRC, especially 

the principles of the best interest of the child, evolving capacities, the right to be heard and the 

right to non-discrimination, should be used as a means of defining what are children’s 

reasonable expectations and how they can be incorporated into the processing of their personal 

data.  

349. It is also important to highlight the principles of purpose limitation and data 

minimization, as they should be more strictly interpreted when it comes to processing children’s 

data (Article 29 Data Protection Working Party (WP29), 2013a, p. 26). The principle of purpose 

limitation encompasses two sub-principles: purpose specification and compatible use. This 

means that, first, the purpose of the data processing must be specified prior to the data collection 

and they should be legitimate, explicit and unambiguous understood by all parties. Second, data 

cannot be further processed for purposes not aligned with the original one (Drechsler; 

Vogiatzoglou, 2023). Aligned with this principle is data minimization, which mandates that 

only data necessary to fulfil a certain purpose be processed. 

350.  In the era of big data and complex AI systems, however, when the mindset of 

understanding data as an economic good prevails, these two principles face significant 

challenges in their application. As we will further discuss in Part III, advanced AI systems, 

especially ML ones, depend on large amounts of data to be trained and to perform their 

activities. The way they function also makes it difficult to determine which exact piece of data 

influenced the inferences or decisions, complicating even further the assessment of data 

minimization. Especially regarding general-purpose AI, developers may not always foresee all 

their potential applications, leading to possible changes in the purposes for which data will be 

processed along the way.  

351. Given the challenges already posed by applying these principles to data processing by 

ML algorithms, we should understand how they can be interpreted even more strictly for 

processing children’s data. In this regard, comprehending the rationale behind these principles 

in the GDPR can help guide the interpretive approach. 



111 

 

 

352. The principle of purpose limitation in the GDPR exists for various reasons, such as 

narrowing down the scope of the processing operation, serving as a factor of foreseeability of 

data processing activities, and as a barrier to concentration of informational powers. It also 

enhances legal certainty, transparency, accountability, and individual’s trust. At the same time, 

the possibilities for further use offer a balanced approach between individuals’ interests and the 

pragmatic needs from other public or private actors (Drechsler; Vogiatzoglou, 2023; Ducuing; 

Schroers, 2020). 

353. In order to interpret the purpose limitation and data minimization more strictly, we 

should shift the focus to the interests of other involved parties beyond the data subject, 

particularly regarding further use of data. Given that the best interests of children should 

primarily be taken into consideration, other interests should only prevail when they 

overwhelmingly outweigh children’s rights. 

354. When conducting the compatibility test outlined in art. 6(4), GDPR, one must assess 

how the fact that the data are from children influence the assessment. Examples include 

considering the nature of the data; strengthening the link between the purposes for which data 

have been collected and the purposes for which they are going to be further processed; the 

potentially heightened consequences for child data subjects; and the expectations of children as 

data subjects, which, as mentioned above, can be particularly challenging to grasp as they are 

still developing their discernment and should be interpreted according to the realization of their 

rights within the CRC. 

355. These general principles can be better implemented through the principle of data 

protection by design and by default using appropriate technical and organizational measures 

(art. 25, GDPR) to put in practice a comprehensive and holistic approach to children’s rights 

(Hof; Lievens, 2018, p. 2). According to recital 78, GDPR, these measures include 

minimising the processing of personal data, pseudonymising personal data as soon as 
possible, transparency with regard to the functions and processing of personal data, 
enabling the data subject to monitor the data processing, enabling the controller to 
create and improve security features.  

356. The list above is non-exhaustive and controllers must be creative while implementing 

other measures and safeguards that are appropriate to the nature, scope, context and purposes 

of the data processing. Based on the accountability principle, “[a]n organization should be able 

to show how the best interests principle has driven the design, development, implementation 

and/ or operation of any service which is directed at/ intended for, or is likely to be accessed 
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by, children and how measures implemented are effective in achieving this” (Data protection 

Commission (DPC), 2021, p. 63). 

6.1.2 Roles and responsibilities 

357. The roles and responsibilities described in the GDPR do not change when children’s 

data are processed. Nonetheless, interpreting the requirements of the GDPR appropriately, as 

well as understanding the challenges posed by complex AI supply chains and by certain specific 

situations within edtech, will be crucial for the analysis conducted in Part III.  

358. The concepts of controller and processor as described in the GDPR are functional 

concepts, which means that roles should be identified solely based on an assessment of the 

factual elements or circumstances of the case (European Data Protection Board (EDPB), 2021, 

parag. 12). According to art. 4(7), GDPR, the data controller is  

the natural or legal person, public authority, agency or other body which, alone or 
jointly with others, determines the purposes and means of the processing of personal 
data; where the purposes and means of such processing are determined by Union or 
Member State law, the controller or the specific criteria for its nomination may be 
provided for by Union or Member State law (emphasis added). 

359. To be able to determine the purposes and means of the data processing (the “why” and 

“how”, the actor should be able to truly exercise the decision-making power, which could stem 

from legal provisions or the factual influence (EDPB, 2021, parag. 21). The level of influence 

of each actor will certainly vary depending on the situation, which requires that clear criteria be 

defined in order to draw the line, especially when processors are involved.  

360. The EDPB is of the opinion that decisions on the purpose of the processing are always 

for the controller to make, while decisions in relation to the means can be done by both 

controllers and processors. What needs to be considered in relation to the latter is if the means 

are essential or not: 

“Essential means” are means that are closely linked to the purpose and the scope of 
the processing, such as the type of personal data which are processed (“which data 
shall be processed?”), the duration of the processing (“for how long shall they be 
processed?”), the categories of recipients (“who shall have access to them?”) and the 
categories of data subjects (“whose personal data are being processed?”). Together 
with the purpose of processing, the essential means are also closely linked to the 
question of whether the processing is lawful, necessary and proportionate. “Non-
essential means” concern more practical aspects of implementation, such as the choice 
for a particular type of hard- or software or the detailed security measures which may 
be left to the processor to decide on (EDPB, 2021, parag. 40). 

361. When the public school is providing the edtech to children, the school will likely be the 

controller for the majority of the processing activities, meaning that most of the compliance 
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obligations will fall on them. The edtech provider, as a processor, will be basically the “digital 

extension of the school’s offline activities and the school exercises the decisive influence over 

the processing. [The] edtech product or service is not merely helpful for the school, but forms 

an integral part of the school’s functions” (Information Commissioner's Office (ICO), 2023a, 

n.p.).  

362. From the case law of the CJEU, we can ascertain that the concept of controller should 

be understood broadly, in order to protect data subjects and encompass those who exert 

influence over the processing of personal data for their own purposes, participating, as a result, 

in the determination of the purposes and means of that processing (European Union, 2018a). 

To exert influence includes, for instance, defining parameters, contributing to determining the 

purposes of another controller’s processing, and making processing by other controllers 

possible (European Union, 2018b, 2019). 

363. An example can elucidate how this functions in practice. When schools procure a LMS 

to provide a digital platform for teachers to upload assignments, they enable the processing of 

students’ and staff members’ data by the LMS provider. The schools also establish the purpose 

of the processing, which in this case is to realize the functionality provided by the LMS 

provider.  

364. This remains the case even when the school does not have access to the data directly 

(EDPB, 2021). For instance, if the platform employs algorithms for personalized learning, the 

means of the processing (algorithmic analysis) and the purposes (enhancing individualized 

learning experiences) are determined by the school which procured the service for this specific 

finality. 

365. Defining the roles, however, is not always so straightforward. First, because the 

platform can participate in defining the essential means of the processing activities such as 

which data is processed; for how long they are processed; if decisions are automated etc. 

Second, platforms may exert influence or engage in processing for their own purposes that are 

not directly related to providing the contracted service. If the platform process personal data for 

their own purposes beyond what is necessary to deliver the requested service to the customer 

or influence the purposes of processing operations for their own commercial gain (so more or 

different types of data are collected in the first place, for instance), they cannot be considered a 

processor anymore (Cobbe; Singh, 2021). 
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366. When the edtech provider wants to be a controller for its own purposes, another 

relationship with the data subject will need to be established, such as through a separate 

contract. On the other hand, according to the EDPB guidelines on the matter, joint 

controllership may be identified when decisions about the data processing are inextricably 

linked (EDPB, 2021). Therefore, if the edtech provider intends to process data for its own 

purposes that it accessed solely due to the contract with the school, then the school will 

necessarily be considered a joint controller. In this case, the school could only participate in 

such a joint controllership if the data processing activity is part of its mandate. 

6.1.3 Article 8, GDPR 

367. Unlike the  DPD, the GDPR (European Union, 2016) contains specific provisions 

focusing on protecting children’s data. Recital 38, GDPR, sets the tone of this special 

protection, stating that  

[c]hildren merit specific protection with regard to their personal data, as they may be 
less aware of the risks, consequences and safeguards concerned and their rights in 
relation to the processing of personal data. Such specific protection should, in 
particular, apply to the use of personal data of children for the purposes of marketing 
or creating personality or user profiles and the collection of personal data with regard 
to children when using services offered directly to a child. 

368. Based on the need for a special protection, art. 8 outlines the specific conditions under 

which consent can be used as a lawful basis for processing children’s data by Information 

Society Services (ISS). As a general rule, consent should be given or authorized by the holder 

of parental responsibility until the child reaches 16 years of age. However, MS could lower it 

until 13 years. This section will aim to explain the specificities of this provision. 

6.1.3.1 ISS 

369. The rule contained in art. 8 solely applies to ISS. These services are defined in art. 4(25), 

GDPR, through a cross-reference to the art. 1(1)(b) of the Single Market Transparency 

Directive. They should be understood as 

any service normally provided for remuneration, at a distance, by electronic means 
and at the individual request of a recipient of services. For the purposes of this 
definition: (i) ‘at a distance’ means that the service is provided without the parties 
being simultaneously present; (ii) ‘by electronic means’ means that the service is sent 
initially and received at its destination by means of electronic equipment for the 
processing (including digital compression) and storage of data, and entirely 
transmitted, conveyed and received by wire, by radio, by optical means or by other 
electromagnetic means; (iii) ‘at the individual request of a recipient of services’ means 
that the service is provided through the transmission of data on individual request. 
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370. This is a comprehensive definition and will encompass almost any online service. For 

the purposes of this thesis and for the applicability of art. 8 to the use of edtech within the school 

environment, it is important to clarify two aspects.  

371. First, regarding the necessity for remuneration, it should be understood broadly (Kosta, 

2020). According to the CJEU caselaw, remuneration does not need to come directly from the 

user through a monetary transaction in so far as the service represents an economic activity 

(European Union, 2014, parag. 28–29). There is also no need for the provider of the service to 

be seeking to make a profit, which would encompass the provision of the service for 

educational, charitable or recreational purposes as well (European Union, 2007a, parag. 34; 

Tosoni, 2020, p. 297). Additionally, it is possible to argue that in the cases where the service is 

provided on a non-profit basis, but it is still commonly provided on a for-profit basis, then it 

will be considered to be “normally provided for remuneration” (ICO, 2023b). 

372. Second, it is important to clarify what an individual request is. As mentioned above, 

under the Single Market Transparency Directive, this means that the service is provided through 

the transmission of data upon individual request. This would not include, for example, 

television and radio broadcasting services as clarified by Annex I of the Directive. Within the 

CJEU caselaw, the Mediakabel case is an interesting example of how this requirement is 

interpreted. Mediakabel was a pay-per-view service where users would order a film from their 

catalogue using their personal identification. The CJEU did not consider it to be a service at the 

individual request since the list of films available for watching is solely determined by the 

service provider (European Union, 2005, parag. 38–39; Tosoni, 2020). 

373. This raises the question of whether edtech services provided for or procured by schools 

would fall under this definition. One could argue that even if the school is an intermediary in 

relation to the provision of the service, if the student or their parents need to create an account 

or log in to use the service, or even interact individually with a service using a school device, 

this could already be considered as an individual request for data to be transmitted (Hooper; 

Livingstone; Pothong, 2022, p. 12). 

374. However, in cases where the school assumes the role of controller in processing 

activities, it seems evident that they do not fall within the scope of art. 8, as they would not be 

considered ISSs. As we will delve into further below, using consent as a legal basis within the 

school environment will often prove unsuitable due to the inherent power imbalance between 

them and the data subjects. Nonetheless, in situations where consent is deemed appropriate and 
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art. 8 does not apply, the question arises regarding the possibility of using this legal basis at all, 

as well as the appropriate age for providing consent and who should provide it if not the child. 

If we consider that consent is still a possible legal basis, it appears that the age of majority rules 

governing civil acts in each country will need to be applied instead of art. 8, GDPR. 

6.1.3.2 Offering directly to a child 

375. The application of art. 8, GDPR, also depends on the service being provided directly to 

a child. In order to better protect children’s best interests, we should interpret this provision 

broadly. The provision should not be understood to cover only services exclusively built for 

children (such as YouTube Kids, Messager Kids, or other services solely focused on children). 

If children are also a target audience for the service, along with adults, parental consent should 

also be obtained depending on the child’s age (Kosta, 2020). If a service intends to exclude 

children from its usage, it is crucial to clarify that they only offer their services to adults (EDPB, 

2020, parag. 130).  

376. Based on the fairness, accountability and data protection by design principles, it is 

possible to argue that all necessary measures should be taken to effectively prevent children 

from using it and merely stating this in their ToS would not be enough. This is also supported 

by the EDPB when it argues that more important than what is stated by the service is the 

evidence related to the actual offering of the service to children (EDPB, 2020, parag. 130).  

377. If the service is not directed to a child and still needs to process children data for any 

reason, art. 8 would not apply, and national laws on age majority will need to be complied with. 

Still, data should be processed in children’s best interest, and all principles of the GDPR should 

be interpreted based on that. 

6.1.3.3 Age for consent 

378. Art. 8 is a clear attempt to balance the fact that children are rights holders with evolving 

capacities and their need for special protection. Determining an age at which certain rights 

should be acquired or certain protections should be lost is a complex issue (UNICEF, 2007, p. 

1). As the UN Special Rapporteur on the right to privacy puts it, 

[c]hildren’s readiness for decision-making and self-responsibility is best determined 
not by chronological age alone but by context, including the risks and support 
available, individual experience, the rights affected and capacity for understanding 
the implications of their actions (or non-actions). Determinations on when children 
are capable, for example, of consenting to the processing of their personal data, must 
take into consideration their actual understanding of the data processing, their best 
interests, rights and views (Cannataci, 2021, parag. 114). 
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379. As previously discussed, this should ideally be done on a case-by-case basis as each 

child grows and develops their capacities at varying ages. However, especially while 

formulating policy and legislation, these decisions should consider children as a group.  

380. When this is the case, recognizing the best interests of the child as a rule of procedure 

will necessarily require an evaluation of the decision’s impacts on the specific group of children 

being targeted. Children should be involved in the process to ensure their right to be heard is 

fulfilled. However, it appears that this was not the case when determining the age range for 

consent to be included in the GDPR (Carr, 2016; Lievens, 2016). 

381. The impact assessment that accompanied the GDPR states that the rules for consent that 

require parental authorization took direct inspiration from the USA’s Children's Online Privacy 

Protection Rule (COPPA) of 1998. According to the document, this would benefit online 

businesses since they would not “impose undue and unrealistic burden upon providers of online 

services and other controllers” (European Commission, 2012, p. 68). 

382. Instead of assessing the provision’s impact on children’s rights, as mandated by the 

CRC, the Commission relied on a foreign rule implemented to benefit businesses. The threshold 

for consent in COPPA itself was also not based on empirical evidence but was the product of 

political compromise (Macenaite; Kosta, 2017, p. 183). The rule that emerged for online 

marketing in the 1990s can also poorly reflect the need for greater protection in today’s digital 

environment, where children’s data are processed in an unprecedented volume. 

383. Research carried out by Livingstone and Ólafsson (2017), based on data from UK, 

indicates that children’s commercial literacy tends to increase consistently from the age of 8 to 

young adulthood. Additionally, there would be a noticeable enhancement in commercial 

literacy between the ages of 13 and 16. It is uncertain whether these outcomes apply to the 

entirety of Europe. As previously mentioned, various factors in children’s development 

influence their vulnerability and the acquisition of specific skills at different times and in 

different ways. Nonetheless, these findings highlight how such evidence can be readily 

collected to inform policymaking and enhance the protection of children’s fundamental rights. 

384. Within the EU, MS have selected all possible ages to establish the consent threshold, 

which would hinder the goal of achieving consistency under the GDPR. The implementation of 

art. 8 has resulted in a fragmented scenario, making it challenging for data controllers to conduct 

their operations within the EU (Milkaite, 2021, p. 168–169). This is also problematic because 
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it creates a form of discrimination among children from different countries without clear 

justifications (Milkaite, 2021, p. 170). 

6.1.3.4 Consent as an appropriate legal basis for processing children’s data 

385. In societies that foster individual freedom, consent plays an important role as a legal 

and ethical tool for status change. Consent legitimizes an act that would otherwise be initially 

illegal or immoral (Kim, 2019). However, to have this transformative role, consent needs to be 

valid. 

386. For decades, a vast literature has highlighted the problems related to consent in the most 

different areas and, more specifically, as a legitimizing tool for the processing of personal data. 

In a recent analysis, Solove (2023) maps six main issues, which will be briefly rearranged and 

summarized below. I will afterwards discuss the specificities of children’s consent. 

387. The first problem of consenting is related to its formal requirements, its ambiguity and 

the difficulty of providing evidence that a person de facto consented. An invalid consent is an 

oxymoron, but discussing its validity is an important way to determine the conditions that 

warrant its transformative role (Kim, 2019-, p. 7). In the case of the GDPR, art. 4 (11) defines 

consent as “any freely given, specific, informed and unambiguous indication of the data 

subject’s wishes by which he or she, by a statement or by a clear affirmative action, signifies 

agreement to the processing of personal data relating to him or her”. The formal requirements 

include that it should be freely given, specific, informed, and unambiguous. Even with the 

requirements that consent should be specific and unambiguous, it is not easy to prove that it 

was indeed freely given or informed, as will be discussed below. 

388. The second issue is related to the substance of one of these requirements: the necessity 

of consent to be freely given. The information provided to individuals so they can consent is 

included in privacy policies, in its majority standardized texts with boilerplate language that 

cannot be negotiated. EDPB Guidance on the issue states that consent is invalid when a data 

subject “has no real choice, feels compelled to consent or will endure negative consequences if 

they do not consent […]” (EDPB, 2020, parag. 13). However, in most of the cases, there is no 

adequate alternative and not consenting to these unilaterally imposed clauses means to give up 

of many of the essential services in today’s society. 

389. Recital 43, GDPR, also takes into account power imbalances and indicates that consent 

will not be valid in these cases, especially when the controller is a public authority. This is 
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especially important in the case of more vulnerable data subjects as children, who will likely be 

in a situation of power imbalance. The educational context is an important example in this 

regard. The CoE highlights that “children in an educational setting constitute a typical example 

of a situation where there is an imbalance between the data subject and the controller and where 

another legal basis should rather be applied” (CoE, 2021, p. 8, footnote 7). 

390. Although the GDPR tries to avoid situations of coercion, manipulation is much more 

difficult to deal with and much less restricted in privacy laws (Solove, 2023). Humans’ 

rationality is bounded due to their cognitive capacity, time, and access to information. This 

makes people sometimes to act “irrationally and in ways contrary to their beliefs, desires and 

self-interest for a variety of reasons” (Kim, 2019-, p. 11). Manipulation techniques are used 

then to explore these intrinsic human vulnerabilities and, in digital technologies, they are often 

embedded in their design (e.g. dark patterns) (Hartzog, 2018-). Considering that children are 

still developing their critical sense and discernment, they are even more easily manipulated, 

making it crucial to protect their data by design. 

391. A third issue concerning using consent as a lawful basis for data processing is the 

challenge of effectively informing individuals about their choices and the potential impacts. 

This issue arises for four primary reasons (Solove, 2023). First, making the information 

available does not mean that people will see it or read it. Second, privacy notices are often 

excessively lengthy and intricate, filled with legal jargon, which leads to people disregarding 

them even when they are aware of their existence.  

392. Art. 12, GDPR, explicitly states that information must be communicated “in a concise, 

transparent, intelligible and easily accessible form, using clear and plain language, in particular 

for any information addressed specifically to a child”. However, more straightforward notices 

can end up being vague and not containing important information that could potentially lead to 

a better understanding of the data processing. Third, being exposed to the information does not 

mean that people really understand what it means and the risks they are assuming. Finally, 

incorrect or pre-existing notions that each individual carries will affect how they interpret the 

terms, and they can end up acting upon false beliefs or inferences about how their data are being 

processed (Solove, 2023). 

393. A fourth problem is the individual’s inability to make decisions (Solove, 2023). When 

people are in a situation where they need to rapidly decide in order to access something they 

desire, the cost-benefit analysis can be hampered. While the benefits are often immediate and 
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concrete (such as accessing a service, a discount, a game, etc.), the risks are difficult to 

determine. Due to the bias of imaginability, evaluating the predictability of future events is 

“especially problematic where the future event is novel, unfamiliar or unprecedented. In these 

situations, the consenting party lacks the experience to make accurate  predictions, including 

the ability to predict his own reactions to the anticipated outcome” (Kim, 2019-, p. 12). 

394. To really calculate the costs and benefits, reading and understanding a very lengthy 

privacy notice would not be enough. One would ideally  

know a lot more about the security program that the organization has in place. Does 
the organization use good encryption? Does it have all the appropriate policies and 
procedures? Does it train its workforce? Does it adequately vet any vendor that 
handles personal data or has access to it? To assess confidentiality, the person needs 
to know about the privacy program. How well-resourced is it? What are the rules for 
when various types of parties can subpoena the data? How readily and likely will the 
government access the data? Is the workforce trained about privacy? How are access 
controls managed? The list can go on and on. Most people end up consenting based 
on bald statements that data is being protected, but these statements are often 
boilerplate written by lawyers to sound reassuring without promising very much. 
People simply do not know enough to meaningfully consent. In most cases, consent 
means taking a leap of faith in dark (Solove, 2023, p. 31).   

395. If it is not possible to understand the full picture and calculate the risks of letting their 

personal data be processed, then consent cannot be deemed to be informed. Therefore, using 

consent as a means to exercise individual autonomy and data control in a complex digital 

environment is often an illusion. 

396. The fifth problem revolves around structural limitations related to how consent choices 

are framed (Solove, 2023, p. 32 et seq.). Some situations involve inadequate, binary choices, 

where people are can either opt in or not. Other situations will involve too many choices, and 

an approach that is too granular can also be overwhelming. As Kim (2019-, p. 13) argues, more 

information is not always better, and can “even impair decision-making ability. Psychological 

studies show that for humans, attention is a scarce resource, and complex information may 

escape a decision-maker’s notice”. Lastly, and as a consequence of the above, the sixth issue is 

consent fatigue. When one asks for consent too many times, the actual warning effect of consent 

mechanism is diminished (EDPB, 2020, parag. 87–88). Even if consent could be informed and 

freely given, it is difficult to scale. 

397. These six issues of consent as a mechanism of individual autonomy and control over 

one’s personal data are applicable to all data subjects. Nevertheless, children can face even direr 

challenges. Van der Hof (2017, p. 124–133) uses three lenses based on a rights-based approach 

to analyze their specificities. First, under a protection lens, although specific rules for children’s 
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consent are legitimate and even imperative, parents are not necessarily more capable of making 

these decisions on their behalf. This is mainly because of the facts already enumerated above. 

From an emancipation and participation perspective, parental consent can also be problematic 

as it raises tensions between parents and children and can encourage parental surveillance. 

Especially when it comes to teens, a private space between them and their parents is also 

essential for their development. In this regard, the GDPR only focuses on one exception in its 

Recital 38, stating that parental consent “should not be necessary in the context of preventive 

or counselling services offered directly to a child”.  

398. Finally, when viewed through a developmental lens, obtaining consent from children 

presents significant challenges owing to their varying stages of cognitive and emotional 

development, coupled with an added layer of vulnerability. Therefore, safeguarding children’s 

data demands a broader approach beyond merely seeking consent, as it can be seen as a way to 

free states, private actors and society in general from their responsibility for possible violations 

(Barret et al., 2021). 

399. All the challenges explained above only highlight that the burden of protecting personal 

data cannot be on children or their parents, and there is a strong need to shift the main 

responsibility to controllers (Macenaite; Kosta, 2017). In this sense, protecting children’s data 

will necessarily involve the implementation of high standards of privacy by design (Hof; 

Lievens, 2018), the establishment of prohibitions on processing certain types of personal data 

or for certain purposes (e.g. art. 28(2) of the Digital Services Act (DSA), which prohibits 

processing children’s data for advertisements based on profiling), reframing the role of 

children’s and parental consent (Solove, 2023), as well as conducting CRIAs alongside Data 

Protection Impact Assessments (DPIAs).    

6.1.4 Other legal bases for processing children’s data 

400. Art. 6, GDPR, provides an exhaustive list of legal bases for personal data to be lawfully 

processed. In order to decide which one is the most appropriate, controllers should consider the 

impact of the processing on data subjects’ rights, as well as the fairness principle (EDPB, 2019, 

parag. 1). This includes assessing “the reasonable expectations of the data subjects, considering 

possible adverse consequences processing may have on them, and having regard to the 

relationship and potential effects of imbalance between them and the controller” (EDPB, 2019, 

parag. 12). As consent has been discussed in the previous subsections, I will here focus on the 

other five legal bases and how they could be applied within the school environment. 
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6.1.4.1 Contractual necessity 

401. Art. 6(1)(b), GDPR, allows the processing of personal data when it “is necessary for the 

performance of a contract to which the data subject is party or in order to take steps at the 

request of the data subject prior to entering into a contract”. In order to use this legal basis, a 

contract exists must first exist and be valid under the relevant contract law. In the case of 

children, for example, it is necessary to comply with the age of contractual capacity set by each 

MS, as well as check the child’s competence to understand what they are agreeing to (DPC, 

2021). This age may differ from the legal age of majority, which is currently set at 18 years old 

in all EU MS. Consequently, unlike consent, the contractual partner does not have the option 

to revoke their agreement to cease data processing. Instead, the contract would have to be 

deemed void or terminated in accordance with national contract law (Milkaite, 2021, p. 189). 

402. Second, the processing must be necessary for the performance of the contract. This 

evaluation need to combine a fact-based assessment of the processing for a specific purpose 

and whether it is less intrusive than other options. If the processing is just beneficial for the 

controller or included unilaterally in the contract but not objectively indispensable for providing 

the contractual service, then it is not necessary for the performance of the contract (EDPB, 

2019, parag. 25). The principles of purpose limitation and data minimization are particularly 

important for contracts as they are generally not negotiated on an individual basis within the 

digital environment (EDPB, 2019, parag. 16). 

403. In this context, it is crucial to examine not only the viewpoint of the controller but also 

that of an average data subject to ensure a genuine mutual understanding of the contractual 

purpose (EDPB, 2019, p. 32). This becomes particularly pertinent when dealing with children. 

Even with parental assistance in contracting activities, the child retains their status as the data 

subject, emphasizing the importance of considering children’s expectations.  

404. The necessity criterion requires a strict interpretation, and, based on the accountability 

principle, the controller must be able to “demonstrate how the main subject-matter of the 

specific contract with the data subject cannot, as a matter of fact, be performed if the specific 

processing of the personal data in question does not occur” (EDPB, 2019, parag. 30). 

405. In the case of edtech for teaching and learning, the use of this specific legal basis will 

depend on whether the service is directly provided to children or their parents by the private 

entity, or if the service is provided by the school. If the relationship is between the private actor 

and the child or their parents, then some processing activities will probably be necessary for the 
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performance of this contract. The same applies to the situation where a private school provides 

the service to a child or their parents based on a contract.  

406. Specifically for the purpose of content personalization, as it might be the case for 

personalized learning, the EDPB is of the opinion that it “may (but not always) constitute an 

intrinsic and expected element of certain online services, and therefore may be regarded as 

necessary for the performance of the contract” (EDPB, 2019, parag. 57, emphasis in the 

original). 

407. However, the scenario shifts when a public school delivers a public service, a situation 

not governed by a private contract. In cases where schools act as the controller or joint 

controller, they will likely need to seek an alternative legal basis as the only contract that may 

exist is the one between them and the edtech company, to which the child or their parents are 

not direct parties. 

6.1.4.2 Compliance with a legal obligation 

408. Art. 6(1)(c) could be invoked by schools or edtech companies when they must process 

personal data to fulfil requirements mandated by EU or national laws. It also encompasses 

situations where the obligation is not defined within a law but rather arise from an additional 

legal act such as a delegated legislation or binding decision of a public authority. However, it 

clearly does not cover legal provisions that merely authorize or license something (Kotschy, 

2020). To rely on this basis, an organization must be able to pinpoint the precise legal obligation 

and demonstrate how processing the data is essential for fulfilling it. 

409. This is a legal basis which is mostly used by private actors within the educational realm 

since the public sector will be able to rely on the performance of an official or public task (art. 

6(1)(e)). If a public authority is legally obliged to provide education, but the specific means are 

not defined (such as using digital technologies), the law may not serve as a valid legal basis. In 

such instances, the authority has ample discretion to determine the manner in which this 

obligation is met. This lack of specificity would fail to satisfy the binding element for a law to 

be employed as a legal basis for processing personal data. 

410. It is important to mention that the applicability of this legal basis by the public sector 

had not been entirely ruled out by WP29 in its interpretation of art. 7(c), DPD. However, this 

provision could only be relied upon when the obligation comes directly from a legislative 

provision (Kotschy, 2020). 
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6.1.4.3 Vital interest 

411. Using art. 6(1)(d) as a legal basis is less common, as it usually applies to atypical 

circumstances. Examples would be situations such as “monitoring epidemics and their spread 

or in situations of humanitarian emergencies, in particular in situations of natural and man- 

made disasters” (Recital 46, GDPR) and other life threats such as when a child is missing or 

severely ill. Certainly, these situations can be experienced in a school environment. However, 

in scenarios where elements of urgency and risk or concrete/imminent danger to the data 

subject’s life are not present, this legal basis is less likely to apply. It could be used in cases of 

child protection and child welfare measures, for instance.  

412. The threshold for fulfilling the necessity element of this legal basis will most probably 

be lower than when adults’ data are processed, as children are considered to be more vulnerable 

(DPC, 2021, p. 24). The principle of fair processing may be used as a basis to require that the 

data subject is consulted when possible (Kotschy, 2020). In the case of children, their right to 

be heard should be respected as well as their will considering their evolving capacities. It is also 

important to consider that processing parents’ data may also be necessary to protect the child’s 

vital interests. 

6.1.4.4 Performance of a task carried out in the public interest or in the exercise of official 
authority vested in the controller 

413. Art. 6(1)(e) is a general legal basis for the public sector to process personal data. It can 

be used when data processing is necessary for a task entrusted to the controller17 to be carried 

out in the public interest or in exercising official authority. Recital 41, GDPR, clarifies that the 

EU or national law determining the purpose of processing “should be clear and precise and its 

application should be foreseeable to persons subject to it”. 

414. In contrast to art. 6(1)(c), this provision does not establish specific obligations for the 

controller. Instead, it grants a broader authorization to take necessary actions to fulfil the 

assigned task. Based on that, Kotschy (2020, p. 335) argues that art. 6(1)(e) is quite similar to 

 
17 Kotschy (2020, p. 335) highlights that “[i]n the English version of Article 6(1)(e) it is ambiguous whether the 
words ‘vested in the controller’ relate to ‘exercise of official authority’ or to ‘a task’. The meaning of Article 
6(1)(e) is clearer in the German version where commas are set in order to structure the sentence. Transferring 
this structure into the English version, it would read as follows: ‘Processing is necessary for the performance of a 
task, carried out in the public interest or in the exercise of official authority, vested in the controller’. […] 
Vesting such a task in a controller requires a legal provision to this effect. Such understanding excludes cases of 
assignment of ‘tasks’ by contract, even if they were ‘in the public interest’, which will be particularly significant 
where private entities shall be ‘vested with a task’ in the sense of Article 6(1)(e).” 
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art. 6(1)(f), as it also demands interpreting and balancing interests. This similarity would 

probably be the reason why only these two legal bases are subject to the data subject’s right to 

object (art. 21, GDPR). 

415. In the case of schools, any activities considered necessary to provide education or to 

fulfil other obligations related to providing education will likely meet the requirements for using 

this legal basis as long as they are based on EU or MS legislation. The challenge associated 

with this legal basis is that the corresponding legal obligations often lack specificity regarding 

the processing operations they can encompass and the types of data that can be processed for 

the intended purpose. Consequently, the principle of data minimization serves as a crucial 

guideline for determining what data are necessary in order to fulfill a specific regulatory 

requirement. 

416. When it comes to the necessity of using edtech, their indispensable utilization was 

perhaps more evident during the COVID-19 pandemic, when students were learning from home 

and had to receive education remotely. However, this is less clear in hybrid learning 

environments. 

6.1.4.5 Legitimate interests 

417. Based on art. 6(1)(f), GDPR, another possible lawful basis for processing personal data 

is the legitimate interest of the controller or a third party. It can be used when these interests are 

not “overridden by the interests or fundamental rights and freedoms of the data subject which 

require protection of personal data, in particular where the data subject is a child”. 

418. The concept of legitimate interests is comprehensive and there is no exhaustive list of 

interests encompassed by it. The GDPR provides some examples in its recitals, such as 

preventing fraud and direct marketing (recital 47); the transmission of personal data within a 

group of undertakings for internal administrative purposes (recital 48); or network and 

information security (recital 49). More generally, interests can be defined as “the broader stake 

that a controller may have in the processing, or the benefit that the controller derives—or that 

society might derive—from the processing” (WP29, 2014, p. 24). 

419. Art. 6(1)(f) calls for a balancing test to assess if the interests of the controller or a third 

party outweighs the interests or fundamental rights and freedoms of the data subject. Several 

methodologies have been developed by national DPAs over the years to help controllers carry 

out this assessment. WP29 provided a list of key steps that should be considered when applying 
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the balancing test, which includes assessing the particular interest of the controller (if it is a 

fundamental right, an interest of the wider community or other legitimate interests, as well as 

the legal and cultural/societal recognition of the legitimacy of the interests); the impact that the 

processing operation will have on data subjects’ interests or fundamental rights (including a 

risk assessment, the nature of the data, the way data are being processed, the reasonable 

expectations of the data subject, and the status of the data controller and data subject); carrying 

out a provisional balance; and applying additional safeguards (such as opt-out mechanisms, 

immediate deletion of data after being used, anonymization, the use of privacy-enhancing 

technologies, etc.) (WP29, 2014, p. 33 et seq.). 

420. When considering the legitimate interests legal basis, which in general would allow for 

a proportionate level of interference with data subjects’ rights, it is important to adjust the 

balancing test to the specific situation of children as data subjects (DPC, 2021, p. 25). It cannot 

be asserted in the abstract that there are no situations where a child’s interests cannot be 

overridden. However, the analysis of the best interests of the child, which include all their 

fundamental rights enshrined in the CRC, should be a primary consideration when taking a 

decision that affects them and not just one of the criteria to be weighted. 

421. This can be observed when children’s data are processed for commercial purposes, such 

as in profiling, which is suggested to be prohibited by the Committee on the Rights of the Child. 

Therefore, unless an organization can demonstrate, in accordance with the accountability 

principle, that profiling children is indispensable to achieve a goal consistent with their best 

interests, such processing should not proceed. 

422. More specifically in relation to the use of the legitimate interests legal basis by schools 

or edtech, it is important to note that it shouldn’t apply to cases in which public authorities 

perform their official tasks. When it is used by private entities—especially technology 

companies providing the service directly to a child or in the case of processing operations where 

they act as a sole controller—this legal basis could be used for example, when measures should 

be taken or safeguards employed to protect children’s health or safety (e.g. processing 

children’s data for the purpose of network safety) (Atabey, 2021). 
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6.1.5 Analysis of selected data subjects’ rights 

6.1.5.1 Transparency obligations and the right of access 

423. The principle of transparency is further elaborated in arts. 12, 13, and 14 GDPR. 

According to recital 39, GDPR, natural persons should receive transparent information about 

the processing of their personal data. It also requires that “any information and communication 

relating to the processing of those personal data be easily accessible and easy to understand, 

and that clear and plain language be used”. 

424. Art. 12, GDPR, demands that information provided by the controller be “in a concise, 

transparent, intelligible and easily accessible form, using clear and plain language, in particular 

for any information addressed specifically to a child” (emphasis added). This is reinforced by 

recital 58, which asserts that “any information and communication, where processing is 

addressed to a child, should be in such a clear and plain language that the child can easily 

understand”. This requirement is certainly linked to the right of the child to receive and impart 

information, enshrined in art. 13, CRC (Milkaite; Lievens, 2020, p. 9). Arts. 13 and 14, GDPR, 

further list the specific information that should be provided by controllers to data subjects. 

425. In relation to children, the way information is provided is crucial for their understanding. 

Controllers should ensure that “the vocabulary, tone and style of the language used is 

appropriate to and resonates with children so that the child addressee of the information 

recognizes that the message/information is being directed at them” (WP29, 2018, parag. 14). 

Other means of conveying the information apart from text should also be used such as 

“diagrams, cartoons, graphics, video and audio content, […] gamified or interactive content 

[…,] privacy dashboards, layered information, icons and symbols to aid children’s 

understanding and to present the information in a child-friendly way” (ICO, 2020, p. 39). 

426. It is essential to also consider the evolving capacities of the child, as the means to inform 

a younger child should be different from the ones used for teenagers. If many versions of the 

same information are available, controllers should make all of them “easily accessible and 

incorporate mechanisms to allow children or parents to choose which version they see, or to 

down-scale or up-scale the information depending on their individual level of understanding” 

(ICO, 2020, p. 40). 

427. Lastly, it is important to highlight the limitations of providing information to data 

subjects, especially as a means to allow for more control, as previously discussed. If it is not 

fair to expect that data subjects understand such intricated processes involving their data, then 
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the primary burden for protecting personal data should not rest on their shoulders (Milkaite; 

Lievens, 2020, p. 18). In any scenario, maintaining transparency is of utmost importance, 

especially as a tool of fostering digital literacy for children. 

6.1.5.2 Rectification and erasure 

428. Art. 16 stipulates the right to rectification, including not only correction of inaccurate 

personal data, but also the right to have incomplete data completed. This reflects the principle 

of accuracy and grants data subjects with more control over the quality of their data 

(Terwangne, 2020b). 

429. In its turn, art. 17 provides data subjects with the right to erasure (“right to be 

forgotten”), where specific grounds should be identified. Three of these grounds are related to 

the lack of basis for the processing (personal data are no longer necessary; consent had been 

withdrawn; personal data are unlawfully processed). The others demand erasure as a 

consequence of the right to object (art. 21), the compliance with a legal obligation, and the 

collection of data when the data subject was a child and consent has been given by the holder 

of parental responsibility (art. 8(1)).  

430. Recital 65 emphasizes that the right to erasure is particularly important in cases where 

the data subject was a child when the consent had been given and was not fully aware of the 

risks associated with the processing. This right can be exercised even when the data subject 

reaches adulthood. Some scholars view the right to be forgotten as the most prominent 

empowering right in the GDPR (Macenaite, 2017), as it not only provides children with the 

right to remove information about them that could be damaging to their reputation but also 

information that is no longer relevant with the passage of time (Haley, 2020).  

431. It must be recognized, however, that this right has several limitations. It only applies to 

the situations where consent was adopted as a legal basis—which is increasingly rarer— (unless 

other items in paragraph 1 apply), and the processing is not necessary for the purposes listed in 

paragraph 3. It remains a crucial right, though, particularly in cases where the child disagrees 

with the consent provided on their behalf and wishes to delete the data in the future, regardless 

of their reason. It is important to recall that while the holder of parental responsibility exercises 

this right on behalf of the child, the child remains the ultimate rights holder and should have 

the opportunity to reassess these decisions when they become capable of doing so. 
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432. Apart from art. 16 and 17, it is important to mention the more adjunct rights laid down 

in arts. 18 and 19. Art. 18 sets forth the right to the restriction of process, which permits the 

temporary limitation of processing until specific rights are granted, serving as a measure to 

hinder processing that would otherwise be deemed lawful (González Fuster, 2020). Art. 18 can 

then be used when the data subject claims that their data are not accurate, during the period in 

which the controller verifies the data; when the processing is unlawful, and instead of erasure, 

the data controller requests restriction; when the controller no longer needs the data for the 

intended purpose, but the data subject requests restriction in order to exercise or defend legal 

claims; and when the right to object has been exercised, during the period in which the analysis 

under art. 21(1) is conducted. Conversely, under art. 19, controllers need to notify data 

recipients with whom they have shared the data that a rectification, erasure or restriction of 

process has been carried out. 

6.1.5.3 Right to data portability 

433. Data portability is a very important right when it comes to changing schools. Laird and 

Quay-de la Valle (2019) note that student mobility is often associated with disengagement, 

increased dropout rates, and lower educational achievements. Challenges related to data 

portability could contribute to these issues. For instance, the absence or poor execution of data 

portability may lead to delayed student enrollment, incorrect class placement, discontinued 

special services (such as for students with disabilities) and lack of security (such as in cases of 

food allergies) (Laird; Quay-de la Vallee, 2019).  

434. Although rooted in competition concerns, the right to data portability under the GDPR 

is also meant to empower data subjects. According to art. 20, individuals have the right to 

receive their personal data provided to the data controller (i.e., data knowingly and actively 

provided by the data subject or observed data) in a structured, commonly used, and machine-

readable format.  

435. The scope of this right is limited to data which are processed based on consent or 

contract, which, as previously observed, are used quite scarcely in the educational domain when 

it comes to public education. The situation differs in private schools, where a substantial portion 

of student data is processed based on the contract established between the two parties. Recital 

68 and art. 20(3) emphasize that data portability will not apply when the data processing is 

necessary for the performance of a task carried out in  the public interest or in the exercise of 

official authority vested in the controller. Nevertheless, WP29 guidelines on the matter 
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(endorsed in 2018 by the EDPB) suggests that it is a good practice. Data portability within the 

school environment is also very often regulated by specific laws in each EU MS. 

436. Restricting data portability to data that are provided by the data subject can also be a 

challenge, especially when personalized learning activities are in place. The lack of context or 

insufficient data could hinder the right to education and lead to incorrect decisions. WP29 

clarifies that data should be provided to the data subject along with relevant metadata at a 

suitable level of granularity to accurately describe the information’s meaning and facilitate its 

function and reuse (WP29, 2017, p. 18). At the same time, oversharing information, especially 

without context, could enhance biased decision-making and create social stigma. For instance, 

a student with a history of disciplinary measures might face issues in the new school if the 

context that the issues were a result of persistent bullying is also not shared (Laird; Quay-de la 

Vallee, 2019, p. 8). 

6.1.5.4 Right to object 

437. Enshrined in art. 21, GDPR, the right to object refers to the data subject’s ability to 

request that the processing activities stop according to his or her particular situation. Art. 21(1) 

lays down a more general right to object, which must be aligned with certain requirements, 

while art. 21(2) refers to an unconditional right to object when the data are processed for direct 

marketing.  

438. The general right to object applies only when the data has been processed based on the 

necessity for a task in the public interest or in the exercise of official authority vested in the 

controller, or on the legitimate interests of the controller (art. 6(1)(e) and (f)). This is an 

particular right as it demands a balance test of its own (beyond the ex-ante balancing test 

performed when processing based on 6(1)(e), for example) and, therefore, is a manifestation of 

the fairness principle (Ausloos, 2017). 

439. When data subjects object to the processing of data, they cannot be processed anymore, 

unless the controller has compelling legitimate grounds not to do so—i.e., grounds that 

overwhelmingly override the interests, rights, and freedoms of the data subject—or needs the 

data to exercise or defend legal claims. The burden of proof lies with the controller to assess 

the interests at stake and prove that their interest compellingly overrides the ones of the data 

subject. 
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440. Understanding what can be considered compelling legitimate grounds is crucial, since 

all processing based on art. 6(1)(f) already has to pass through a balancing test. If the legitimate 

interest merely overrides that of the data subject, there would not be a situation where the latter 

could object (Zanfir-Fortuna, 2020). When it comes to processing activities based on art. 

6(1)(e), however, this stricter balancing exercise is not mandatory (although, of course, the 

principles of necessity and proportionality should always apply) and would need to be done if 

the data subject objects to the processing activity.  

441. Regarding the burden of proof, it rests on both the controller and the data subject, albeit 

with the former bearing a more substantial responsibility. The accountability principle requires 

the controller to conduct a prior analysis of the appropriate legal basis before data processing 

begins. In the case of processing based on legitimate interests, a balancing exercise must be 

undertaken under the controller’s burden of proof. However, if this analysis is challenged, the 

data subject is required to substantiate their claim (Ausloos, 2017). 

442. Since these two legal bases are commonly used in educational settings for data 

processing related to teaching and learning, the right to object holds significant importance for 

children. Considering the unique circumstances of being a child in the digital environment, as 

elaborated in Chapter 4, it may already satisfy the condition of the data subject’s “particular 

situation”. 

443. With regards to justifying the data processing based on legitimate interest, it can be 

argued that the principle of best interests would inherently elevate the standard in terms of the 

necessary balancing test, and the controller’s interest would need to substantially outweigh the 

child’s interest. However, this is not the case for art. 6(1)(e). Although the principle of the best 

interest should necessarily apply to all decisions concerning a child and, therefore, to the 

processing of their data, this specific right grants children a direct method to enforce it after the 

data processing has started.  

444. Upon its application, it compels schools or other institutions that may process their data 

under art. 6(1)(e) to conduct a balancing test. This is endorsed by the Committee on the Rights 

of the Child (2021, parag. 72), which in its General Comment 25 states that children should be 

ensured the right to “object to personal data processing where the data controller does not 

demonstrate legitimate, overriding grounds for the processing”, especially when this could be 

seen as surveillance in the educational setting (parag. 75). 
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445. One example could involve the processing of personal data for the purpose of 

personalizing learning. Such processing could indeed be perceived as a way to uphold 

children’s rights to education and lawful under the GDPR. Nevertheless, depending on the 

specific use case, if a child or their parents perceive that this process would encroach upon their 

right to privacy or non-discrimination, they could make use of the right to object to cease the 

processing. The school would, therefore, be required to conduct a balancing test and provide an 

alternative service if their legitimate grounds does not outweigh the rights of the child. 

6.1.5.5 Automated individual decision-making 

446. Art. 22, GDPR, gives data subjects the right not to be subject to a decision based solely 

on automated processing, including profiling, which produces legal or similar significant effects 

on them. Unlike the DPD, this article includes not only profiling, but also other types of 

automated decisions. In practice, however, most types of automated decisions which fall under 

the scope of art. 22 will likely include profiling (Bygrave, 2020b). Although worded as a right, 

the WP29 was of the opinion that it establishes a general prohibition for decision-making based 

solely on automated processing in certain circumstances. This opinion was endorsed by the 

EDPB (EDPB, 2018) and very recently confirmed by the CJEU (European Union, 2023). 

447. When it comes to profiling, art. 4(4), GDPR, defines it as encompassing two processes. 

First, it involves inferring the characteristics of an individual or group (creating a profile). 

Second, it involves interacting with that individual or group based on those attributes 

(employing the profile). The GDPR definition, however, narrows down this scope to automated 

processing of personal data (Bygrave, 2020a). 

448. Recital 71, GDPR, provides details on automated decision-making based on profiling 

with legal or similarly significant effects and states, at the end, that this should not concern a 

child. At first, this could lead to the understanding that being a child, in itself, would be enough 

for decisions based solely on automated processing to meet the significant effects threshold 

(Bygrave, 2020b, p. 534). This means that human intervention should always be employed 

when dealing with children’s data. 

449. However, it could also mean that decisions based on automated processing concerning 

children could be carried out, as long as it does not produce any legal effects for or similarly 

significantly affects the child (Lievens; Verdoodt, 2018, p. 276). Given that the legislator likely 

included this phrase for a specific purpose, particularly considering that the rule already applies 
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to all data subjects, it is essential to analyze Recital 65 in its entirety and examine its 

interconnection with other recitals to gain a comprehensive understanding. 

450. Regarding the structure of the recital itself, it first states that data subjects have the right 

not to be subject to a decision, which may include profiling, based solely on automated 

processing and which produces legal effects or similarly significantly affects them. After 

providing some examples and explaining the definition of profiling, the recital includes 

exemptions when this kind of decision-making is allowed and appropriate safeguards that 

should be implemented. Only then, it says that such measures should not concern a child. 

Therefore, this could be interpreted in a way that the exemptions would not be applicable to 

children. 

451. Recital 38 also clarifies that a specific protection for children’s data would, “in 

particular, apply to the use of personal data of children for the purposes of marketing or creating 

personality or user profiles and the collection of personal data with regard to children when 

using services offered directly to a child”. This reinforces this second interpretation, as it 

foresees profiling as a possibility. 

452. This second view is also supported by the Committee on the Rights of the Child (2021), 

which demands that states ensure that “automated processes of information filtering, profiling, 

marketing and decision-making do not supplant, manipulate or interfere with children’s ability 

to form and express their opinions in the digital environment” (para 61) or are used to affect or 

influence children’s behavior or emotions or to limit their opportunities or development (para 

62).  

453. WP29 was of the opinion that this could not be interpreted as a prohibition because it is 

stated in a recital, which is not binding. However, it recommended that, “as a rule, controllers 

should not rely upon the exceptions in Article 22(2) to justify it” (WP29, 2016, p. 28). An 

exception would be when “solely automated decision-making, including profiling, with legal 

or similarly significant effects in relation to children [… is used] to protect their welfare. If so, 

the processing may be carried out on the basis of the exceptions in Article 22(2)(a), (b) or (c) 

as appropriate” (WP29, 2016, p. 28). 

454. In any scenario, one could argue that automated decisions based on profiling in the 

educational setting would indeed fall within the scope of what constitutes a legal or similarly 

significant effect. In terms of legal effects, it could hinder the right to education, when it is used 

for providing access to educational institutions or for assessing students. When it comes to 
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similarly significant effects, recital 71 mentions the example of e-recruting practices without 

human intervention, which could also use educational data. 

455. WP29 (2016, p. 21) defines what can significant affect individuals as the decisions that 

have the potential to: “significantly affect the circumstances, behaviour or choices of the 

individuals concerned; have a prolonged or permanent impact on the data subject; or at its most 

extreme, lead to the exclusion or discrimination of individuals”. As described throughout this 

thesis, it can be argued that all these three situations could result from automated decisions 

based on profiling within the educational realm, which emphasizes the need for having human 

intervention at all times. 

456. Specifically in relation to targeting advertisement, WP29 emphasized that “data 

controllers should not process children’s data for behavioral advertising purposes, neither 

directly nor indirectly, as this will be outside the scope of a child’s understanding and therefore 

exceed the boundaries of lawful processing” (WP29, 2013, p. 26). The EDPB reiterated this 

idea in the endorsed guidelines on automated individual decision-making and profiling, stating 

that organizations should refrain from profiling children for marketing purposes (WP29, 2016). 

More recently, art. 28(2) of the DSA has introduced a prohibition on online platforms, barring 

them from displaying advertisements targeted at minors through profiling.  

6.1.6 Data Protection Impact Assessment (DPIA) 

457. Under the accountability principle, controllers are required to demonstrate compliance 

woththe GDPR, considering “the risks of varying likelihood and severity for the rights and 

freedoms of natural persons” (art. 24(1), GDPR). For certain kinds of processing activities that 

are “likely to result in a high risk to the rights and freedoms of natural persons” (art. 35(1), 

GDPR), the GDPR mandates the undertaking of a DPIA. 

458. The DPIA is “designed to describe the processing, assess its necessity and 

proportionality and help manage the risks to the rights and freedoms of natural persons resulting 

from the processing of personal data by assessing them and determining the measures to address 

them” (WP29, 2017, p. 4). The operative text of the GDPR per se does not explicitly consider 

the processing of children’s data as carrying a high risk (Hof; Lievens, 2018, p. 17). However, 

recital 75 explains that when personal data of vulnerable natural persons, such as children, are 

processed, this may result in risk to their rights and freedoms. WP29 also considered that the 

processing of data from vulnerable data subjects should be considered as one of the criteria 
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evaluated by the controller in order to determine if a DPIA should be undertaken “because  of  

the increased power  imbalance  between  the  data  subjects and the  data controller” (WP29, 

2017, p. 10). 

459. It is also important to highlight the role of the principle of the best interest of the child 

as rule of procedure, that requires an evaluation of the positive or negative impacts of a decision 

on the child in every decision-making process that could affect them (Committee on the Rights 

of the Child, 2013a, parag. 6). Since several of the rights recognized by the CRC may be 

affected when processing children’s data, it is crucial to perform a child rights-oriented DPIA 

(Hof; Lievens, 2018, p. 19) and leverage methodologies that already exist for CRIAs. 

6.2 AI Act 

460. At the time of completing this thesis, the EU Council and Parliament have reached an 

agreement on the AI Act (Council of the European Union, 2023a). As the final text is not yet 

available for analysis, I will use this section to provide a high-level overview of the fundamental 

ways in which the AI Act (European Union, 2021), as subjected to the analysis of the 

Committee of Permanent Representatives (COREPER) on 26 January 2024 (Council of the 

European Union, 2024), may impact the use of edtech. A thorough analysis of the impacts of 

the AI Act on edtech and on children’s data protection will be essential once the final text 

becomes available, and this is intended to be carried out elsewhere. 

461. The AI Act proposal was announced in April 2021 and aimed to be a technology-neutral, 

cross-cutting EU legislative instrument setting rules for the development, placing on the market, 

and use of AI products and services. The proposal was linked to many other policy and 

investment initiatives, such as the White Paper on Artificial Intelligence (European 

Commission, 2020d); the Communication on Fostering a European approach to Artificial 

Intelligence (European Commission, 2021b); the Coordinated Plan on AI (European 

Commission, 2021c); as well as the Horizon Europe and Digital Europe programs (European 

Commission, 2021a, n.p.). It is important to mention that the AI Liability Directive (European 

Commission, 2022b) is also intrinsically linked to the AI Act, but will not be discussed in this 

thesis. 

462. Based on arts. 114 and 16 of the TFEU, the main purpose of the regulation is to ensure 

the harmonization and proper functioning of the single market, preventing fragmentation and 

providing legal certainty (recitals (1) and (2)). Recital 1 also emphasizes its aim to  
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promote the uptake of human centric and trustworthy artificial intelligence while 
ensuring a high level of protection of health, safety, fundamental rights enshrined in 
the Charter, including democracy and rule of law and environmental protection, 
against harmful effects of artificial intelligence systems in the Union and to support 
innovation. 

463. The regulation also supports the objective of the EU to become a global leader in the 

development of secure, trustworthy and ethical artificial intelligence.  

464. It applies to all AI systems impacting people in the EU, across all sectors, and contains 

certain extraterritorial measures affecting AI systems that impact people within the EU. The 

definition of AI system was aligned with the recently updated definition used by the OECD: 

[a]n AI system is a machine-based system designed to operate with varying levels of 
autonomy and that may exhibit adaptiveness after deployment and that, for explicit or 
implicit objectives, infers, from the input it receives, how to generate outputs such as 
predictions, content, recommendations, or decisions that can influence physical or 
virtual environments. 

465. The AI Act adopts a tiered risk-based approach, whereby different obligations are 

defined according to the legal, economic and ethical risks that AI systems can pose to society. 

Recital 14a recalls, however, the 2019 Ethics Guidelines for Trustworthy AI and its seven non-

binding ethical principles for AI, emphasizing their role in promoting trustworthy and ethically 

sound AI.   

466. As shown in the figure below and explained in its recital 14, the AI Act distinguishes 

between a) unacceptable risk—which are banned—b) high risk—which are more heavily 

regulated by a new set of obligations—c) limited risk—which are subject to a set of 

transparency rules—and d) low or minimal risks—which could be freely developed and used 

in the EU. General-purpose AI (GPAI) systems follow a separate framework which will be 

discussed below. 

Figure 3 - AI Act risk-based approach - pyramid of risks 

      

Source: Madiega (2023, p. 4) 
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467. Title II establishes a list of prohibited AI, which includes practices that have a 

significant potential to manipulate persons through subliminal techniques beyond their 

consciousness; exploit vulnerabilities of specific vulnerable groups, including due to their age, 

disability or a specific social or economic situation; and infer sensitive data through biometric 

categorization. More specifically related to edtech, it prohibits the use of AI systems to infer 

emotions in educational institutions, except when put in place or into the market for medical or 

safety reasons. 

468. Title III lays down specific requirements for what is considered high-risk AI, which 

carries most of the compliance obligations within the AI Act. Instead of providing a definition 

of what is considered high risk, the AI Act provides a list of these systems in its art. 6 and 

Annexes II and III. The Commission retains the possibility of expanding this list in the future 

as long as some specific conditions are met. No explanation has been provided as to why these 

specific systems and not others are listed. Moreover, no analysis has been carried out to assess 

whether the high risks posed by these systems are necessary and proportionate according to art. 

41, CFR. 

469. Included in the lists are AI systems used as safety components or a product covered by 

EU harmonization legislation, such as medical devices, motor vehicles and civil aviation. 

Annex III also includes different contexts where AI systems are applied, posing significant risk 

of harm to health, safety, or fundamental rights. 

470. Recital 28a explains that the adverse impacts caused by the AI system on the 

fundamental rights protected by the Charter are of particular relevance when classifying an AI 

system as high-risk. More specifically, the recital highlights that  

children have specific rights as enshrined in Article 24 of the EU Charter and in the 
UN Convention on the Rights of the Child (further elaborated in the UNCRC General 
Comment No. 25 as regards the digital environment), both of which require 
consideration of the children’s vulnerabilities and provision of such protection and 
care as necessary for their well-being. 

471. In this regard, two of the categories within Annex III are relevant to this thesis. First, it 

includes some AI systems used for education and vocational training, i.e., AI systems intended 

to be used to determine access or admission or to assign natural persons to educational and 

vocational training institutions at all levels; AI systems intended to be used to evaluate learning 

outcomes, including when those outcomes are used to steer the learning process of natural 

persons in educational and vocational training institutions at all levels; AI systems intended to 

be used for the purpose of assessing the appropriate level of education that individual will 
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receive or will be able to access, in the context of/within education and vocational training 

institution; and AI systems intended to be used for monitoring and detecting prohibited behavior 

of students during tests in the context of/within education and vocational training institutions. 

472. Recital 35 explains that these systems should be considered high-risk because they  

may determine the educational and professional course of a person’s life and therefore 
affect their ability to secure their livelihood. When improperly designed and used, 
such systems may violate the right to education and training as well as the right not to 
be discriminated against and perpetuate historical patterns of discrimination. 

473. The comprehensiveness of AI systems mentioned under this category of Annex III is 

welcomed and would encompass most the technologies mentioned by this thesis. 

474. In Annex III of the AI Act, another significant category of AI systems pertains to 

accessing and enjoying essential private services and public services and benefits, which could 

include educational services. While access to education is already covered by a specific 

category, the addition of the term “enjoyment” holds particular importance in the context of 

education. This inclusion encompasses systems such as student behavior monitoring and other 

edtech that could potentially impact the complete enjoyment of the right to education beyond 

monitoring and detecting prohibited behavior. Additionally, AI systems used in employment 

settings are pertinent, encompassing recruitment systems that may process personal data 

gathered during a child’s school years. 

475. There are some exceptions to this high-risk classification. AI systems will not be 

considered high-risk, based on art. 6(2a), if they are intended to perform a narrow procedural 

task; improve the result of a previously completed human activity; detect decision-making 

patterns or deviations from prior decision-making patterns and is not meant to replace or 

influence the previously completed human assessment, without proper human review; or 

perform a preparatory task to an assessment relevant for the purpose of the use cases listed in 

Annex III. 

476. In relation to the obligations established by the regulation for high-risk AI systems, art. 

9 mandates the establishment of a risk management system, which should be understood as a 

continuous iterative process, planned and run throughout its entire lifecycle (art. 9, (2)). It must 

comprise a series of steps, such as identification and analysis of the known and reasonably 

foreseeable risks; estimation and evaluation of the risks that may emerge; evaluation of 

emerging risks based on post-market monitoring; and the adoption of appropriate and targeted 

risk management measures designed to address the risks identified in the previous steps. The 

risk management system should not only consist of documentation, but also of a testing phase 



139 

 

 

according to art. 9(5). Art. 9(8) also determines that when implementing the risk management 

system described in paragraphs 1 to 6, specific consideration shall be given to whether the high-

risk AI system is likely to be accessed by or have an impact on children. 

477. The risk management system is then at the core of the AI Act approach. The quality and 

comprehensiveness of the identification and classification of the risks will set the tone for the 

mitigation measures that will be implemented. The AI Act leaves, however, a lot of discretion 

to the AI provider in determining which measures must be taken to deal with the identified risks 

and at which point they are considered enough (Smuha et al., 2021). According to art 9(4), the 

provider will have to determine what is a relevant residual risk and if the measures taken are 

enough to make them reasonably acceptable. The residual risks should be communicated to the 

deployer. 

478. It is commendable that children’s specificities have been included in this provision. 

However, considering their vulnerability, it does not seem appropriate for actors who will 

themselves face the consequences of enforcement to determine the required mitigation 

measures and what qualifies as an acceptable yet relevant risk. If a provider intends to introduce 

a product to the market or into service within the EU, it is unwise to assume that they could act 

in a way that might conflict with their commercial interests. At the very least, stakeholders who 

are subject to the AI system, particularly children who have the right to be heard, should be 

consulted about what level of risk may be considered acceptable (Smuha et al., 2021). Children 

also have the fundamental right to have their interests taken into consideration in every decision 

that affects them, and we cannot be sure if this will be the case with this procedure, especially 

because the results would be only shared with the user (art. 9(4)). 

479. General obligations related to high-risk AI systems include implementing appropriate 

data governance and management practices for training, validating and testing data sets to be 

used in AI systems. These practices must consider, for example, design choices and possible 

biases that can negatively impact fundamental rights or lead to prohibited discrimination. Data 

sets are also required to be sufficiently representative, free of errors, and take into account the 

geographical, contextual, behavioral or functional setting within which the system is intended 

to be used. 

480. These are very important requirements to be considered when it comes to edtech, 

especially due to their capacity to limit children’s opportunities in life. However, some 

challenges still remain in their application, especially due to the broad discretion that AI 



140 

 

 

providers enjoy, as explained above when faced with open expressions such as “appropriate” 

and “sufficiently representative”. Moreover, the provider is not necessarily in a good position 

to define the broader context in which the system will be deployed so it could be taken into 

account when gathering the data set. Since AI is an umbrella term for different technologies, 

context makes a tremendous difference in the risks they pose (Smuha, 2023b). 

481. Other obligations include maintaining technical documentation and record-keeping; 

being transparent and providing information to users; enabling and conducting human 

oversight; and complying with standards for accuracy, robustness and cybersecurity. High-risk 

AI systems must also be as resilient as possible regarding errors, faults or inconsistencies. 

482. Deployers of high-risk AI systems must also comply with certain obligations, such as 

carrying out a fundamental rights impact assessment (FRIA) if they are a public body or private 

entity providing public services; implementing human oversight; ensuring that input data is 

relevant to the use of the system, among others. This would be the case of schools, for example, 

that deploy AI systems for the purposes established in point 3 of Annex III. 

483. Finally, for certain AI systems that are not prohibited nor considered high-risk, the AI 

Act establishes transparency obligations (Title IV). For example, AI systems intended to 

interact with natural persons should be designed and developed in such a way that people are 

informed that they are interacting with an AI system. Companies developing such systems are 

also invited to commit to codes of conduct on a voluntary basis. 

484. When it comes to GPAI18, the AI Act also adopts a tiered approach, differentiating 

between high-impact GPAI with systemic risk and other GPAI models. The latter should 

comply with limited transparency obligations, such as keeping up-to-date and making available, 

upon request, technical documentation, as well as providing certain information and documentation 

to downstream providers for the purpose of compliance with the AI Act. The former should also 

perform model evaluation; make risk assessments and take risk mitigation measures; ensure an 

adequate level of cybersecurity protection; and report serious incidents to the AI Office and national 

competent authorities. 

 
18 According to art. 3(44b) of the AI Act, “‘general-purpose AI model’ means an AI model, including when 
trained with a large amount of data using self-supervision at scale, that displays significant generality and is 
capable to competently perform a wide range of distinct tasks regardless of the way the model is placed on the 
market and that can be integrated into a variety of downstream systems or applications. This does not cover AI 
models that are used before release on the market for research, development and prototyping activities.” 
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485. The AI Act is expected to be approved by the European Parliament and the Council and 

published in the Official Journal in early 2024. The current agreement foresees a phased 

timeline for enforcement, starting with prohibited AI systems and progressively extending to 

other AI systems until 2028. 

6.3 EU policy on digital education 

486. According to art. 165, TFEU, the primary responsibility for education lies with EU MS, 

leaving the EU with only a supporting role. The Commission believes that education is the 

“foundation for personal fulfilment, employability and active, responsible citizenship” and “is 

essential to the vitality of European societies and economies” (European Commission, [s. d.], 

n.p.) A European Education Area would thus help MS develop education and training systems 

that are more resilient and inclusive (European Commission, [s. d.]). 

487. At the 2017 Social Summit in Gothenburg, Sweden, European leaders first endorsed the 

idea to create a European Education Area (European Commission, [s. d.]). Between 2017 and 

2020, the Commission has taken three important steps to lay down its vision for its 

establishment (Chircop, 2021).  

488. First, in November 2017, it issued the Communication “Strengthening European 

Identity through Education and Culture” (European Commission, 2017c) as its contribution to 

the Summit. The Commission identifies several challenges in the areas of education and culture, 

including digitization, automation, artificial intelligence, as well as the future needs for specific 

skills and competences. Therefore, it sets out the vision of a European Education Area—

building on the New Skills Agenda for Europe (European Commission, 2016a), as well as 

investing in Europe’s youth initiatives (European Commission, 2016c, 2016b, 2017b, 2017a)—

as a “driver for jobs, social fairness, active citizenship as well as a means to experience 

European identity in all its diversity” (European Commission, 2017c, n.p., emphasis in the 

original). The solutions identified by the Commission encompassed mutual recognition of 

diplomas, boosting the Erasmus+ program, defining benchmarks for digital competences and 

lifelong learning, and “prepare a new Digital Education Action Plan in order to promote 

innovative, personalised and digital teaching methods and technologies that will help improve 

learning outcomes” (European Commission, 2017c, n.p., emphasis in the original). 

489. Two months after the Summit, in January 2018, the Commission launched three 

initiatives to improve key competences and digital skills of European citizens, and to promote 
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common values and pupils’ awareness of the functioning of the EU (European Commission, 

2018c). The proposals fed into the first European Education Summit. The initiatives included 

two Council Recommendations on key competences for lifelong learning (Council of the 

European Union, 2018a), and on common values, inclusive education and the European 

dimension of teaching (Council of the European Union, 2018b). A third initiative was the 

Digital Education Action Plan (DEAP)—which outlined ways to make better use of digital 

technology for teaching and learning; develop the digital competences and skills needed for 

living and working in an age of digital transformation; and improve education through better 

data analysis and foresight (European Commission, 2018b). 

490. Another package of measures in 2018 was described by the Communication “Building 

a stronger Europe: the role of youth, education, and culture policies” (European Commission, 

2018a). This communication highlighted that 44% of Europeans were still considered to have 

low or no digital skills and that more attention needed to be devoted to education, training and 

culture to unlock their full potential to support the European project (European Commission, 

2018a, p. 2). The Commission then announced the Youth Strategy, the New European Agenda 

for Culture, and three proposals for Council Recommendations on “Mutual Recognition of 

Diplomas”, improving the “Teaching and Learning of Languages” and on “High Quality Early 

Childhood Education and Care Systems”.  

491. Finally, a third communication of 2020 set out the vision to achieve the European 

Education Area by 2025 and presented more concrete steps to deliver it (European Commission, 

2020c). It was followed by two Council resolutions in 2021 on a strategic framework for 

European cooperation in education and training towards the European Education Area and 

beyond (2021-2030) (Council of the European Union, 2021a)  and on the strategic framework’s 

governance structure (Council of the European Union, 2021b). 

492. As part of the European Education Area enabling framework, the first DEAP (2018-

2020) was important in promoting cooperation and dialogue on digital education. However, due 

to its short duration and limited budget, the actions’ full potential and expected impact could 

not be achieved, according to the Commission (Binder, 2023; European Commission, 2020a). 

A second DEAP (2021-2027) was then adopted in September 2020 (European Commission, 

2020b) and, in comparison to the 2018-2020 action plan, this DEAP has a lengthier duration, 

lasting from 2021 to 2027 and a more expansive scope, as it also encompasses informal and 

non-formal education, based on a lifelong learning approach (Binder, 2023). 
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493. The plan understands that there are two aspects that need to be focused on when it comes 

to digital education. First, it is necessary to assess the deployment of the vast and growing array 

of digital technologies. Second, there is the need to equip learners with digital competences 

(knowledge, skills and attitudes). The priority areas set out by this DEAP are: 1) Fostering the 

development of a high-performing digital education ecosystem; and 2) Enhancing digital skills 

and competences for the digital transformation. The DEAP also highlights some guiding 

principles, which include that digital education should be high quality, and protect personal data 

and ethics (European Commission, 2020b). 

494. The development of a high-performing digital education ecosystem has several layers, 

and they are reflected in the actions outlined under this area. A very important one involves 

ensuring proper access to internet connectivity and digital technology. On average, 5% of 

European children lack access to computers at home. Although this percentage may initially 

appear small (especially when compared to Brazilian children), significant disparities exist 

among MS. For example, while only 0.7% of Estonian children face this issue, the figure rises 

dramatically to 23.1% for Romanian children (Niestadt, 2022).  

495. Action 4, therefore, help reduce these disparities by supporting Gigabit connectivity and 

5G coverage in certain areas and action 5 aims at supporting teachers on developing their digital 

competences (Binder, 2023). Finally, the development of ethical guidelines on the use of AI 

and data in teaching and learning for educations was also part of the first area as per action 6. 

496. The second area directly supports the Skills Agenda, as it establishes objectives related 

to the uptake of digital competences. It includes the creation of a common European Digital 

Skills Certificate (EDSC) and the uptake of the European Digital Competence Framework to 

include AI and data skills (Muraille, 2020). 

497. The implementation of the DEAP is synergetic with several other EU initiatives. It 

supports the European Skills Agenda (European Commission, [s. d.]) by ensuring that 70% of 

16 to 74-years-olds have at least basic digital skills by 2025. The European Year of Skills 2023 

seeks to strengthen synergies between skills policies and EU initiatives on training, such as the 

DEAP and the European Education Area (European Parliament; Council of the European 

Union, 2023). When it comes to the 2030 digital compass and the Digital Decade policy 

program (European Commission, [s. d.]), the plan helps implementing the goal of a digitally 

skilled population and highly skilled digital professionals. It also supports the Commission’s 

“A Europe fit for the digital age” (European Commission, [s. d.]) priority, contributes to the 
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Next Generation EU (NGEU) recovery instrument (European Commission, [s. d.]), and is 

related to the new European Strategy for a better internet for kids (BIK+). 

498. Finally, it is also important to mention the development of a Data Spaces for Skills 

within the Data Strategy. In addition to foreseeing the issuing of new legislation such as the 

Data Governance Act (DGA) and the Data Act (DA), the Data Strategy also includes investment 

in common European data spaces in strategic sectors through the Digital Europe Programme. 

According to the Data Spaces Support Centre (DSSC) (2023, p. 6), a data space is “a distributed 

system defined by a governance framework, that enables trustworthy data transactions between 

participants while supporting trust and data sovereignty. A data space is implemented by one 

or more infrastructures and supports one or more use cases.” 

499. The Data Space for Skills would then be a framework for sharing data related to 

qualifications, learning opportunities, jobs and skills. The purposes for the data sharing include 

analytical and statistical purposes to policy development or reuse in innovative 
applications, as well as at providing easy, cross-border access to key datasets. The 
European skills data space will also aim to reduce the skills mismatches between 
education and training systems on the one hand and labour market needs on the other. 
Besides improving skills intelligence, this data space will deliver services to its users, 
with recommendations of learning opportunities to support their upskilling efforts, 
tailored to the information on their skills profiles (European Commission, 2022a, p. 
32–33). 

500. Considering the novelty of the concept of data spaces and the fact that they are still ill-

defined, the full array of effects this may have on children’s rights are still unknown. The 

benefits of a large amount of data “on the market” for fundamental rights are not adequately 

proven. However, it is already well-known that widespread data sharing can have serious 

consequences for protecting personal data and, consequently, other fundamental rights. The 

data strategy may be reinforcing a narrative of commodification of personal data which might 

contradict the main aim of the GDPR to protect fundamental rights. It could also affect 

children’s rights not to be subject to economic exploitation. 

501. The interplay and overlap between the data strategy and the new data regulation with 

the GDPR is also still not fully assessed, and new conflicts can arise while implementing them. 

An area of potential friction between the objectives of the strategy and the GDPR lies, for 

example, in the principles of purpose limitation and data minimization (Fernandes; Sas, 2023). 

While the goal of the creation of a data space is to make data available for further use, these 

principles should be, according to the WP29, interpreted more strictly when it comes to children 

(WP29, 2013). 
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Chapter 7. Brazil’s relevant legal frameworks 

502. Before the enactment of the LGPD (Brasil, 2018b))19 in 2018, which marked Brazil’s 

first data protection law, its legal framework contained some data protection rules scattered 

across various regulations. They were included, for instance, in the Internet Bill of Rights 

(Brasil, 2014), the Consumer Protection Code (Brasil, 1990), the Access to Public Information 

Law (Brasil, 2011a), the Civil Code (Brasil, 2022a), the Good Payer’s Registry Law (Brasil, 

2011b) and Interception of Telephone Communication Law (Brasil, 1996). 

503. This patchwork of legal frameworks proved insufficient to adequately safeguard the 

rights of data subjects. For many years, various stakeholders advocated for a comprehensive 

data protection law. The development of LGPD was significantly influenced by Convention 

108 of the CoE, the DPD, and the GDPR. Similar to the GDPR, LGPD applies to both the public 

and private sectors, employs an ex-ante protection system, and emphasizes the accountability 

approach. It establishes a minimum set of principles and rights for data subjects, which must be 

adhered to in all personal data processing activities and requires a legal basis for data 

processing. 

504. The enforcement of LGPD falls under the purview of the National Data Protection 

Authority (Autoridade Nacional de Proteção de Dados – ANPD). Originally conceived as an 

independent body, the creation of this new agency in Brazil was deemed unconstitutional by 

the president of the republic at the time. The Presidency argued that only the executive branch 

had the authority to establish such an entity. Consequently, while the president sanctioned the 

LGPD, it vetoed the provisions related to the ANPD and immediately after issued Provisional 

Measure (Medida Provisória - MP) No. 869/201820, which positioned the ANPD as an entity 

subordinate to the Presidency of the Republic. This move eliminated the financial and political 

autonomy of the authority. The ANPD only began its operations in November 2020, following 

the appointment of its first directors. 

505. In 2022, another MP altered the LGPD and transformed the ANPD into a “special nature 

autarchy” (Brasil, 2022b), granting it autonomy and independence in its decision-making and 

normative publications. More recently, a Presidential Decree linked the ANPD to the Brazilian 

 
19 For an English translation of the law, see Lemos et al. (2020). 
20 Transformed into Law n. 13.853/2019 (Brasil, 2019). 
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Ministry of Justice and Public Safety, thus ending its direct affiliation with the Presidency of 

the Republic (Brasil, 2023a). 

506. The Brazilian Federal Constitution (Constituição da República Federativa do Brasil – 

CRFB) (Brasil, 1988) also contains significant provisions for the protection of personal data. It 

provides for the right to privacy in its art. 5º, X; the right to the secrecy of correspondence in 

its art. 5º, XII; and the habeas-data in art. 5º LXXII, a constitutional remedy that guarantees 

individuals the right to know whether a public entity is processing their data and, if necessary, 

the subsequent rectification.  

507. Since 2020, data protection has been recognized as a fundamental right in Brazil, 

following a landmark decision by the Brazilian Supreme Federal Court (Supremo Tribunal 

Federal – STF). In 2022, the Constitution was amended to include the right to the protection of 

personal data as a fundamental right in the Brazilian legal order (art. 5º, LXXIX), separate from 

the right to privacy. This provision also grants an exclusive federal competence to organize, 

oversee and draft bills on the right to the protection of personal data and data processing. 

7.1 The Brazilian General Data Protection Law (LGPD) 

508. This section outlines specific issues that affect the processing of children’s data 

according to the LGPD, particularly within the school environment. Due to the significant 

similarities between the GDPR and the LGPD, many of the comments made in the context of 

GDPR remain valid. Therefore, to avoid redundancy, I will strive to elaborate on the similarities 

and differences between the laws in each section and provide commentary only on the aspects 

that differ. 

509. The LGPD is a horizontal law, applicable to both the public and private sectors. The 

exceptions for application are limited and provided for in its art. 4°. The law establishes the 

foundations and principles of personal data protection, an exhaustive list of applicable legal 

bases, important definitions, obligations for controllers and processors, as well as rights for data 

subjects. 

7.1.1 General Principles for Data Processing 

510. While the GDPR provides seven principles for data processing, the LGPD offers eleven. 

Apart from minor differences in the wording of the provisions, the principles contained in both 



147 

 

 

laws are purpose limitation; data minimization and storage limitation (both covered by the 

principle of necessity, in LGPD); accuracy (data quality, in LGPD); integrity and confidentiality 

(security, in LGPD); and accountability. The principle of lawfulness, fairness and transparency, 

in the GDPR, is encompassed by several other principles in LGPD, namely adequacy 

(compatibility of the processing with the purposes informed to the data subject, according to 

the context of the processing), prevention (adoption of measures to prevent harm due to the 

processing of personal data), good faith and transparency. LGPD also includes the principles 

of free access (which guarantees data subjects easy and free consultation regarding the form 

and duration of the data processing, as well as the completeness of their personal data), and 

non-discrimination (which prevents controllers of carrying out the data processing for illicit or 

abusive discriminatory purposes). 

7.1.2 Art. 14, LGPD 

511. The LGPD dedicates art. 14 to the processing of children’s and adolescent’s data. This 

provision is broader than art. 8, GDPR, and encompasses more rules than the ones relating to 

consent. Art. 14 states that children and adolescents’ data must be processed in their best 

interests, pursuant to this article and specific legislation. The initial concern arising from the 

examination of this provision lies in the differentiation between children and adolescents. As a 

signatory to the CRC, Brazil should adopt a broad interpretation wherein the term “children” 

encompasses all individuals under the age of eighteen. However, the Child’s and Adolescent’s 

Statute (Estatuto da Criança e do Adolescente – ECA), which came into force in July 1990 and 

elaborates on art. 227, CRFB defines a child as an individual under the age of 12 and an 

adolescent as someone between the ages of 12 and 17. 

512. Given the widespread use and recognition of the ECA’s terminology, particularly within 

the legal field, the LGPD legislator decided to emphasize that data concerning adolescents 

should also be processed in accordance with their best interests. This differentiation becomes 

particularly pertinent when interpreting the paragraphs of this article, which establish specific 

rules for situations in which the data subject falls under the definition of a child according to 

the ECA, as elaborated below. 

513. The CRC as a whole must be considered when interpreting any provision that affects 

the rights of children. However, emphasizing the importance of applying the principle of the 

best interests reinforces its critical role as a filter in any processing of personal data involving 

children and adolescents. While the article may not address all the issues arising from the 
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processing of their data in the digital environment, the inclusion of this principle directly in the 

provision has the potential to enhance the effectiveness of all the fundamental rights of this 

group (Henriques, 2023, p. 255). 

514. Finally, the heading also mentions that processing children’s data according to their best 

interest should take into consideration the other rules within its paragraphs, as well as in relevant 

legislation. This will certainly include any pertinent provision within the Brazilian legal system 

that may, in some way, affect this data processing. More specifically, this mainly includes the 

CRFB, the ECA, the CC and the CDC. 

515. More specifically, the right to privacy is also recognized by art. 17, ECA, which 

provides that the right to respect consists of the inviolability of the physical, psychological, and 

moral integrity of the child or adolescent, including the preservation of image, identity, 

autonomy, values, ideas and beliefs, personal space and personal objects. 

7.1.2.1 Children’s consent and applicable legal bases for processing children’s data 

516. Art 14, §1º, LGPD states that children’s data must be processed based on specific and 

explicit consent given by at least one of the parents or the legal representative. This rule should 

also be interpreted according to the broader Brazilian legal system. 

517. The Brazilian CC presents two tiers of legal capacity. The so-called capacity of right 

can be considered a consequence of personality inherent to the condition of being a person 

(Menezes; Rodrigues; Bodin de Moraes, 2021). On the other hand, the capacity to act is linked 

to the ability to validly exercise civil life acts by oneself without the need for a representative 

or the consent of an assistant (Pereira; Lara; Rodrigues, 2023). The core of the capacity to act 

lies in the concept of discernment, through which capacity is measured by the efficiency of the 

outcomes of a person’s choices (Menezes; Rodrigues; Bodin de Moraes, 2021). 

518. Art. 3°, CC, defines individuals under 16 as absolutely incapable, which means that 

their will is disregarded by the legal system, and representation is necessary. On the other hand, 

art. 4°, CC, defines individuals aged 16 and 17 as relatively incapable. This means that these 

individuals can perform some acts directly, while they will need assistance for others (the 

incapable person participates in the civil life act jointly with their assistant). The child’s 

representative or assistant are their parents (art. 1,690, CC) and in their absence a guardian 

appointed by a judge (art. 1,728, CC). Despite the recognition of the evolving capacities of the 
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child by the CRC, a static model purely based on age prevails in the Brazilian system as in 

many others around the world.  

519. Over time, several other provisions have sought to mitigate the CC’s rigidity, presenting 

exceptions to the general regime of civil incapacity, especially when personality rights are 

involved21 (Teffé; Fernandes, 2022). As presented above, the LGPD uses the ECA terminology 

of children and adolescents and not that of the CC. This led some legal scholars to argue that 

the LGPD should be interpreted in light of the CC, and parents’ consent should be sought for 

processing data of every person under 16 (Gomes & Zappelini, 2020; Henriques et al., 2020). 

However, considering that the LGPD is subsequent to the CC and the existence of other 

exceptions in the Brazilian legal system, it is possible to argue that the legislator has indeed 

introduced a new exception via lex specialis, allowing individuals aged 12 and older to consent 

to the processing of their personal data without representation or assistance (Densa, 2023; 

Fernandes; Medon, 2021; Teffé, 2020). 

520. Just as consent given for the processing of sensitive data, the consent for processing 

children’s data referred to in art. 14, §1º, LGPD, must not only have the same characteristics as 

the consent given for common data within LGPD (being freely given, informed, and 

unambiguous) but also be specific and explicit. Although the legislator has allowed adolescents 

to consent without parental representation or assistance, these two extra safeguards do not 

appear to be applicable to them. 

521. Just as art. 8(2), GDPR, art. 14, §5º, LGPD, demands that the controller make all 

reasonable efforts to verify that consent had been given by the child’s parents or legal guardian, 

considering the available technology. Here, two challenges arise, namely, what is considered 

reasonable efforts and what constitutes the available technology. Both challenges could be 

addressed through a case-by-case risk approach. The level of effort and technology used should 

be balanced with the processing of data that requires consent as a legal basis and with the best 

interests of the child as a whole, analyzing its necessity and proportionality. For example, if 

only the name and email of a child are going to be processed, it is not proportionate to use facial 

recognition technologies to verify consent, as this would entail much greater risk than the 

 
21 For example, art. 1,740, III, of the CC, determines that it is the guardian’s responsibility to fulfil other duties 
that normally fall to parents, after hearing the opinion of the child, if the child is already twelve years old or 
older; and art. 28, II, of the ECA, which determines the need for consent for adoption for people over twelve 
years old. 
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original processing activity. On the other hand, if the original activity is related to a child’s 

health, for example, the threshold for verification should be higher. 

522. It is important to mention that the provision of art. 14, §1º, has also raised several 

questions in relation to the legal bases applicable to the processing of children’s data. Since it 

states that children’s data must be processed based on specific and explicit consent given by at 

least one of the parents or legal guardians, many scholars would interpretate it as if consent was 

the only possible legal basis to process children’s data. 

523. This interpretation would be problematic for two main reasons. First, because art. 14, 

§3º, itself, as will be described below, provides two other legal bases for processing children’s 

data for specific situations when consent could not be obtained. Second, this interpretation 

would not cover factual situations in which the best interest of the child needs to be enforced 

and where consent would not be applicable, such as in cases of legal obligation or when vital 

interests are at stake. Therefore, by using the best interest as an interpretative principle, it must 

be considered that other legal bases included in arts. 7º and 11 of the LGPD can and should be 

used (Fernandes, 2020).  

524. In a preliminary study focused on the topic, the ANPD (2022a) also recognized many 

hurdles to implement a stricter interpretation. The DPA pointed out the illusion of control when 

consent is used in many cases; the excessive burden placed on parents or legal guardians; the 

impossibility of free consent in some instances (such as when there is a legal obligation to 

process data, as in education); the obstacle that it could create for children to have access to 

digital participation; the fact that parents are not always aware of all the risks for data 

processing; and the concern that it could be seen as creating a hierarchy between legal bases.  

525. Art. 14, §3º stipulates that children’s data can be collected without consent, when 

necessary to contact their parents or legal guardian (used only once and without storage) or for 

their protection. In neither of these two cases can the collected data be shared with a third party 

without parental consent. Thus, it is evident that these two specific legal grounds for processing 

children’s data are reserved for highly specific and exceptional situations.  

526. There is still no adequate and official understanding of what would constitute the 

protection of the child and the limits of the use of this legal basis. One possible way to interpret 

this basis would be to understand it in terms of “comprehensive protection”, which is the object 

and scope of the ECA (art. 1). Considering that the ECA is the consolidation and elaboration of 

art. 227, CRFB, comprehensive protection could be understood as the duty of the Brazilian 
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State, the family, and society to promote all the rights of children and adolescents with absolute 

priority. 

527. However, this interpretation would overly broaden the scope of art. 14, §3º, and this 

does not seem to have been the legislator’s intention. It is possible to argue that the rule was 

formulated within a narrative of exceptionality. This becomes evident when considering that 

data to contact parents should only be used once and without storage or when, in both cases, 

data cannot be shared with third parties until consent is obtained (i.e. when the exceptional 

situation is remedied). Therefore, it is crucial to interpret this legal basis within the context of 

an extraordinary situation, encompassing protection against more immediate threats to the 

child’s life and health. 

528. Beyond the more restrictive interpretation of art. 14, §1º, as described above, another 

group of scholars argued that data concerning children and adolescents should be considered 

sensitive (Henriques et al., 2020; Requião & Mendonça, 2023). It is important to highlight that, 

under the LGPD, sensitive data enjoy a special regime and a specific set of legal bases outlined 

in art. 11, which are different from the legal bases for the processing of general data found in 

art. 7º,  LGPD. Unlike the GDPR, the bases provided in art. 11, LGPD are used on their own, 

without the need to combine them with a basis for processing common data.  

529. Understanding children’s and adolescents’ data as sensitive data has the inherent 

advantage of automatically recognizing a stricter regime for the processing of this kind of data. 

However, Fernandes and Medon (2021) argue for the necessity of first considering whether all 

data concerning children can indeed be classified as sensitive before assessing the consequences 

of recognizing them as such and, more importantly, whether such classification is necessary. 

530. First, the list of sensitive data includes specific categories of data and not of data 

subjects. In this regard, sensitive data includes, for example, those concerning racial or ethnic 

origin, religious beliefs, political opinions, etc., as per art. 5, II, LGPD. Therefore, the authors 

raise the question whether allowing children’s vulnerability to justify treating all their data as 

sensitive, would not create the necessity of extending this understanding to the data of the 

elderly people and people with disabilities, for instance. 

531. Secondly, the classification of data as sensitive is also tied to its potential for 

discrimination. However, a proper interpretation of the best interests principle has the potential 

to protect children’s data much more broadly, as it demands comprehensive protection of 

children's rights, not solely limited to non-discrimination (Fernandes; Medon, 2021). 
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532. Lastly, this interpretation would hinder the possibility of creating an extra layer of 

protection for children’s data that falls into the original classification of sensitive data, which 

could probably be considered “hypersensitive” (Fernandes; Medon, 2021; Teffé, 2021). In this 

regard, it seems evident that data concerning the religion, sexual orientation, and biometrics of 

these individuals, for example, should be protected even more rigorously than the same data 

concerning adults. Revisiting Luna’s (2009) theory, we could identify two different layers of 

vulnerability, the one related to age and the one related to the processing of personal data which 

is potentially discriminatory. 

533. Based on the issues described above, Fernandes and Medon (2021) suggest using 

children’s best interests as an interpretative filter that should be applied a priori to determine 

which legal basis is appropriate to process children’s data. In this regard, two legal bases could 

be seen as problematic: legitimate interest and credit protection (which will be further explained 

below). These are highly flexible legal grounds that may jeopardize, for example, the necessary 

transparency in assessing the best interest in each case. When it comes to legitimate interest, 

there is a need to balance rights in the specific case, which is done by the data controller. It 

would be the responsibility of the ANPD or the judiciary to conduct a post hoc analysis of the 

suitability of this legal basis, which increases the risk of violating children’s fundamental rights. 

Regarding the legal basis for credit protection, it is evident that its purpose is strictly to protect 

financial interests, which may not align with the best interests of children. 

534. This interpretation was adopted by two amendments to MP No. 1124/2022, which 

suggested transforming the ANPD into a special autonomous agency and initiated the process 

of independence for the authority (Mendonça; Rielli, 2022). The amendments were not included 

in the final text of the MP, and the situation was solved through an official interpretative 

statement by the ANPD. 

535. In September 2022, the ANPD called for a public consultation regarding the possible 

legal grounds for the processing of children’s data. In order to stimulate the discussion, the 

ANPD released a preliminary study (ANPD, 2022a), as previously mentioned, in which it 

recognizes three possible interpretations, disregarding the last one described above: (a) the 

application of consent as the only legal basis for processing children’s data; (b) the application 

of the legal bases outlined in art. 11 to children’s data; and (c) the possibility of applying all 

existing legal bases in the LGPD, as provided in arts. 7º and 11, depending on the data category. 
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536. In the study itself, the ANPD expressed a preference for the last hypothesis. This 

understanding remained unchanged even after several opposing positions from civil society and 

was released as an official Statement22. The same understanding was published in another 

Statement stemming from the IX Civil Law Conference23, recognizing that art. 14 of the LGPD 

does not exclude the application of other legal bases, when applicable, as long as they observe 

children’s best interests. 

537. In the study, the ANPD highlights that even when more flexible legal bases are 

permitted to process children’s data, they should be used with an additional layer of caution, 

considering children’s vulnerability and the risks to their fundamental rights (ANPD, 2022a, 

parag. 64). This interpretation does not prevent the ANPD from establishing restrictions in the 

future related to the processing of children’s data in specific situations, including with regard 

to the use of certain legal bases (ANPD, 2022a, parag. 73). 

538. This was the case of the legal basis of legitimate interest, whose use was interpreted 

more restrictively by the authority in a specific guideline. According to the ANPD, legitimate 

interest should be used as a legal basis in a residual manner for the processing of data concerning 

children and adolescents in cases where there is: (i) a prior and direct relationship between the 

data subject and the controller, (ii) the processing aims to ensure the protection of the rights and 

interests of the involved child(ren) and/or adolescent(s), and (iii) when data processing is 

necessary to enable the provision of services that benefit the data subject (ANPD, 2024b). 

7.1.2.2 Transparency obligations 

539. Art. 14, §2º and §6º define specific transparency rules applicable to the processing of 

children’s data. Art. 14, §2º states that when processing data related to art. 14, §1º, i.e., 

children’s data processed based on parental consent, information about the types of data that 

are collected, how they are processed, and how the data subject rights in art. 18 can be exercised 

should be made public. 

 
22 A Statement (Enunciado, in Portuguese) is a type of deliberative instrument with the purpose of interpreting 
the LGPD, which has binding effects on the ANPD. The aim of issuing a Statement is to promote legal certainty 
in relation to controversial issues (ANPD, 2023). 
23 The Civil Law Conferences are legal conferences held by the Brazilian Federal Judiciary with the aim of 
fostering debates among judges, scholars, and legal experts on unresolved issues in civil law and consolidating 
key doctrines through the formulation of statements that represent the majority of the members of each of the 
various committees (Aguiar Júnior, 2012; Conselho da Justiça Federal, [s. d.]). Although the statements are not 
binding, they are widely used as a reference by Brazilian authorities and the judiciary. 
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540. On the other hand, while the other paragraphs of art. 14 refer directly to art. 14, §1º, 

focusing on children as defined by the ECA, art. 14, §6º, applies to both children and 

adolescents since it refers to information about data processing mentioned in this article as a 

whole (which includes art. 14’s heading on processing data in the best interest of children and 

adolescents). The information must be provided in a simple, clear, and accessible manner, 

taking into account the physical, motor, perceptual, sensorial, intellectual, and mental 

characteristics of the user. When appropriate, audiovisual resources should be used to ensure 

that the information is understandable for both parents or legal guardians and children. 

541. This rule is of utmost importance within the context of the LGPD. Unlike the GDPR, 

the LGPD does not have a specific provision addressing transparency rules and mandatory 

information to be provided to data subjects. Art. 6º, VI establishes the principle of transparency, 

defining it as the guarantee of providing clear, accurate, and easily accessible information to 

data subjects about the data processing process and the controllers and processors of the data 

processing activity while respecting trade and industrial secrets. Therefore, art. 14, §6º, goes 

further and requires that the information provided about data processing be not only clear and 

accessible but also simple. Additionally, the controller must take into consideration the 

evolving capacities of the child and use other resources, such as audiovisual aids, to provide the 

information. This is especially important not only for children, as even when their parents or 

legal guardians consent on their behalf they are still considered the rights holders. It is also 

important for adolescents who may consent on their own according to the law and need 

information appropriate to their level of understanding and discernment. 

7.1.2.3 Purpose limitation and data minimization requirements 

542. Art. 14, §3°, stipulates that controllers are prohibited from making the participation of 

data subjects, as defined in art. 14, §1º (i.e., children according to the ECA), in games, internet 

applications, or other activities contingent upon the provision of personal information beyond 

what is strictly required for the activity. Its main objective is to discourage the “all or nothing” 

policies, where the user must either accept all the ToS or cannot use the application, which is 

common in standard form contracts (Teffé, 2020). 

543. As previously mentioned, the LGPD includes in its art. 6º, III, the principle of necessity 

(i.e., data minimization), which, as defined by the law, entails restricting data processing to the 

minimum necessary, relevant, proportionate, and not excessive data required to achieve the 
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specified purposes. However, beyond reinforcing this principle, it is possible to argue that art. 

14, §3º goes even further by using the expression “strictly necessary for the activity.” 

544. Therefore, merely mentioning other purposes in the ToS is not sufficient to collect data 

beyond the main purposes of the application. Indeed, the LGPD determines that the principle 

of necessity is closely linked to the principle of purpose limitation: as long as it is a legitimate 

purpose, it is sufficient to announce it transparently, find an appropriate legal basis, and process 

the necessary data for it. In the case of children, however, it is necessary to refrain from 

purposes unrelated to the basic functioning of the application (Fernandes; Medon, 2021). 

545. As an example of the practical application of this rule, consider that for a child to create 

an account in a particular application, only the essential information for the running of the game 

should be required. In other words, data collection should be reserved for enabling gaming, and 

it would not be possible to process data, for instance, for targeting advertising (Fernandes; 

Medon, 2021). Similarly, edtech should not be used to economically exploit children’s data for 

advertisement and for obtaining insights into children’s economic behavior. Therefore, the 

personal data collected must strictly adhere to (i) what is indispensable and (ii) what is 

justifiable (Zanatta; Valente; Mendonça, 2021). 

546. This is an extremely important rule within the scope of the LGPD, which protects 

children’s data from the moment of collection and prevents them from being collected on a 

large scale for purposes unrelated to the main aim of the application or game in which the child 

is involved. 

7.1.3 Other legal bases for processing children’s data  

547. To process common data, the LGPD provides 10 legal bases in its art. 7º, which is four 

more than the GDPR. It can be said that the legal bases of consent, performance of a contract, 

protection of vital interests, compliance with a legal obligation, and legitimate interest are 

essentially the same in both laws. The legal bases unique to the LGPD are: Conducting studies 

by a research body, ensuring, whenever possible, the anonymization of personal data; the 

regular exercise of rights in judicial, administrative, or arbitral proceedings; protection of 

health, in a procedure conducted by health professionals or health entities; and when necessary 

for “credit protection,” such as in credit analyzes. 

548. Furthermore, there is also a difference concerning the legal basis that can be used by 

public bodies. While the GDPR’s legal basis is broader and includes the performance of a task 
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carried out in the public interest or in the exercise of official authority vested in the controller, 

art. 7º of the LGPD only includes processing carried out by the public administration for the 

execution of public policies provided for in laws and regulations or supported by contracts, 

agreements, or similar instruments. In a significant ruling in Brazil, the STF decided that the 

execution of public policies was the only permissible legal basis from art. 7º and 11 that could 

be used for the purpose of sharing data by the public administration. The court understood that 

specific provisions in Chapter IV of the LGPD would provide additional legal bases for the 

processing of personal data by the public sector. For instance, art. 23 of the LGPD would allow 

the processing of personal data for the execution of legal competences or attributions of public 

services. 

549. However, a recent guideline published by the ANPD on data processing by the public 

sector establishes that any of the legal bases defined in the LGPD, whether in art. 7º or art. 11, 

can be used by the public sector. When it comes to consent and legitimate interest, the examples 

provided are related to activities that have no direct correlation with public functions. Beyond 

the legal basis of executing public policies, the ANPD has determined that the fulfilment of a 

legal or regulatory obligation is a relevant and applicable legal basis for data processing by 

public authorities. 

550. As previously mentioned, unlike the GDPR, the LGPD does not mandate controllers to 

find a legal basis in art. 7 and art. 11 for processing sensitive data. Instead, the legal bases 

outlined in art. 11 are considered sufficient on their own. Besides some minor textual 

discrepancies, the one present only in the LGPD is to ensure the prevention of fraud and to 

promote the security of the data subject in the processes of identification and authentication of 

registration in electronic systems (art. 11, II, g). In the case of the GDPR, it also provides some 

legal bases that are not present in the LGPD, namely when processing is carried out in the 

course of its legitimate activities with appropriate safeguards by a foundation, association or 

any other not-for-profit body (art. 9(2)(d), GDPR); and where the processing relates to personal 

data which are manifestly made public by the data subject (art. 9(2)(e), GDPR). 

551. When it comes to schools, the same general guidance in relation to which legal basis 

could be employed under the GDPR is also applicable to the LGPD. However, two specific 

issues must be highlighted. First, during the public discussions regarding the LGPD, there was 

great pressure for consent to be waived in cases related to credit risk analysis. Intense lobbying 

led to the inclusion of a specific legal basis for credit protection. The authorization brought by 
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this legal basis is extremely broad and does not require specific safeguards, as is the case with 

legitimate interest, for example. 

552. Rhere is no precedent for this in other data protection legislation worldwide, and the 

ANPD has not yet issued any commentary on the topic. Consequently, there is no official 

guidance regarding the utilization of this legal basis for processing children’s data. In its study 

on hypotheses for processing children and adolescents’ data (ANPD, 2022a), the ANPD 

reinforced that, in its understanding, all the legal bases of art. 7 and 11 are possible to be used, 

but mentioned that there is a possibility that in future guidance, specific rules for the use of each 

basis will be defined. Thus, it is possible to use the best interests principle as an interpretative 

guide to preliminary state that since the primary aim of this legal basis is to protect financial 

interests, it should not be used to process data from children and adolescents in Brazil. 

553. Second, the LGPD also provides for another legal basis not included in the GDPR when 

it comes to sensitive data, namely the prevention of fraud and to promote the security of the 

data subject, in the processes of identification and authentication of registration in electronic 

systems (art. 11, II, g, LGPD). This legal basis could be used, for example, to process biometric 

data for authentication purposes in the use of edtech. Given the great sensitivity of these data, 

especially when it comes to children and adolescents, an in-depth analysis of necessity and 

proportionality needs to be carried out in each case. 

7.1.4 Data subjects’ rights 

554. The data subjects’ rights in the LGPD are fairly consistent with the ones in the GDPR. 

However, there are some differences and, in general, the LGPD provides fewer details regarding 

their exercise, considering that most of them are outlined in a single provision (art. 18). 

555. For example, in relation to the right to erasure, this can be invoked when data are no 

longer necessary for a specific purpose, are excessive or non-compliant with the LGPD. Data 

processed based on the consent of the data subject must also be erased upon request, except in 

cases where the data are necessary for compliance with a legal obligation; for a study by a 

research agency, ensuring, whenever possible, the anonymization of personal data; transfer to 

a third party; or exclusive use by the controller, provided that the data are anonymized. 

556. Another difference is encountered in the right to object to data processing. In the LGPD, 

a general right to oppose to the processing only applies when there is non-compliance with the 

law and there is no right to object to direct marketing. 
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557. Regarding the right to data portability, the LGPD merely states that it must be exercised 

according to guidance issued by the ANPD, which has not yet been published. The regulation 

of data portability in the LGPD does not restrict its scope to the data provided by the data 

subject, nor does it limit itself to specific legal grounds or the processing of data through 

automated means (Negri; Korkmaz; Fernandes, 2021). 

558. Finally, it is important to mention that the LGPD does not grant data subjects a general 

right to object to solely automated decision-making. Art. 20, LGPD, only stipulates that data 

subjects have the right to request a review of decisions made solely based on automated 

processing of personal data that affect their interests. This includes decisions aimed at defining 

their personal, professional, consumer, and credit profiles, as well as aspects of their 

personality. It is worth noting the challenges brought about by the amendment of the LGPD by 

Law 13.853 of 2019, which removed the legal requirement that the review must be carried out 

by a natural person (Negri; Korkmaz, 2021). 

7.1.5 DPIA 

559. The DPIA is described in the LGPD as the documentation from the controller that 

contains the description of the data processing activities that could generate risks to civil 

liberties and fundamental rights, as well as measures, safeguards and mechanisms for risk 

mitigation (art. 5°, XVII, LGPD). While the GDPR specifies cases where a DPIA is required 

more clearly, the LGPD sets rules in a more scattered way.  

560. The LGPD lists high-level situations in which the DPIA may be required by the ANPD, 

such as: in processing operations carried out for the exclusive purposes of public security, 

national defense, State security or investigation and prosecution of criminal offenses (art. 4, 

§3º); when the processing is based on the legal basis of legitimate interest (art. 10º, §3º); for 

public sector agents, including determination regarding the publication of the DPIA (art. 32); 

for processing involving sensitive data (art. 38). 

561. While comprehensive guidance has not yet been issued, the ANPD specifies on its 

website that a DPIA must be conducted in any context where personal data processing 

operations may pose a high risk to the guarantee of the general principles of personal data 

protection outlined in the LGPD, as well as to civil liberties and fundamental rights of the data 

subject, in accordance with art. 5°, XVII, and art. 55-J, XIII, LGPD.  
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562. It also stipulates that controllers may, where appropriate, adopt as a parameter the 

concept of high-risk processing defined in art. 4° of the Application Regulation for small 

processing agents, approved by Resolution No. 2/2022 of the ANPD (2022b, 2023). This article 

includes the processing of data pertaining to children and adolescents as a scenario where high 

risk would be identified. This was also reaffirmed in a recent glossary developed by the 

authority (ANPD, 2024a). 

563. In any case, assessing the impact of any decision on children’s rights more broadly is 

already demanded by the principle of best interests itself. As already explained above, one of 

the aspects of this principle is its role as a rule of procedure, which demands that in any decision-

making involving a child, a group of children or children in general, an assessment of its 

possible impact (positive or negative) on them should be carried out (Committee on the Rights 

of the Child, 2013a). In this sense, the evaluation must be used to explain how the best interests 

were considered in the decision, on what criteria it is based and how the best interests were 

weighed against other considerations (Fernandes; Medon, 2021). 

7.2 The right to education 

564. Art. 6, CRFB, guarantees the right to education, which is elaborated upon in arts. 205 

et seq. According to arts. 205 and 206, CRFB education must be promoted and encouraged with 

the collaboration of society, aiming at the full development of the individual, their preparation 

for the exercise of citizenship, and their qualification for work. Its provision must follow basic 

principles such as equality of conditions for access to and permanence in school; freedom to 

learn, teach, research, and disseminate thought, art, and knowledge; pluralism of ideas and 

pedagogical concepts, and the coexistence of public and private educational institutions; the 

provision of free public education in official establishments; among others. 

565. Primary education is free and compulsory for individuals aged four to seventeen. While 

the responsibilities for providing education are concurrent among the Union, states, and 

municipalities, the Constitution clearly defines the primary roles of each federative entity. The 

Union is tasked with organizing the federal and territorial education systems, funding federal 

public educational institutions, and serving a redistributive and supportive role through 

technical and financial assistance to the states, the Federal District, and the municipalities. The 

states and the Federal District oversee primary and secondary education, while municipalities 
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focus mainly on primary and early childhood education (as stipulated by art. 211, CFRB). The 

right to education is also guaranteed by ECA in its arts. 53 et seq. 

566. The Guidelines and Bases of National Education (Lei de Diretrizes e Bases da Educação 

Nacional - LDB, 1996) is the primary legislative framework regulating both the public and 

private educational systems in Brazil, spanning from primary education to higher education. 

The law mandates that educational content, methodologies, and assessments must incorporate 

online activities to ensure that students grasp the scientific and technological principles 

underlying modern production (art. 35-A). Art. 80 also highlights the need to promote the 

development and dissemination of distance learning programs. 

567. The Ministry of Education (Ministério da Educação - MEC) is the key Brazilian 

governmental agency responsible for formulating educational policies. At the federal level, the 

National Education Council (Conselho Nacional de Educação - CNE) contributes to the 

development of educational policies. Additionally, Brazil is committed to promoting the right 

to education under the UDHR (art. 26), the CRC (arts. 28 and 29), and the ICESCR (art. 13). 

7.3 The Brazilian Artificial Intelligence Bill 

568. Just like in the case of the AI Act in Europe, this section aims to simply outline the 

debate regarding AI regulation in Brazil. The discussion below will mainly focus on the content 

of bill 2,338/2023, which is still undergoing legislative proceedings in the Brazilian Congress 

and is still subject to modification. 

569. AI governance has been under discussion in Brazil for some time now. In April 2021, 

the Brazilian Artificial Intelligence Strategy (Estratégia Brasileira de Inteligência Artificial - 

EBIA) was published by the Ministry of Science, Technology, and Innovation (Ministério da 

Ciência, Tecnologia e Inovação - MCTI), establishing nine thematic axes for the development 

of AI in the country. However, the document was considered by many as vague, not delving 

into essential topics such as planning and governance (Gaspar; Mendonça, 2021). 

570. Regarding legislative initiatives, noteworthy are bills 5,051/2019, 21/2020, and 

872/2021, which were filed in parallel with policy initiatives. In February 2022, the president 

of the Brazilian Federal Senate established a Committee of Jurists responsible for writing a 

draft bill on artificial intelligence in Brazil. After 240 days of work, which included hearings 

and public consultations, the final report with the draft was published, intending to replace the 
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three bills mentioned above. In May 2023, the draft bill was converted into a bill, the 2,338/2023 

(Brasil, 2023c). 

571. Bill 2,338/2023 reinforces the idea that there is not necessarily a trade-off between 

protecting fundamental rights and promoting innovation, seeking to align a risk-based with a 

rights-based approach. Apart from stablishing rules for the development and deployment of AI 

systems in Brazil, it also encompasses rules for civil liability of AI systems. 

572. In particular, art. 2° stands out for establishing the foundations on which AI should be 

developed and implemented, such as the centrality of the natural person, respect for human 

rights and democratic values, and the free development of personality. Art. 3° also enshrines 

basic principles, including self-determination, human participation, and non-discrimination. 

Chapter II contains various sections outlining the rights of individuals affected by AI systems, 

which apply horizontally to all cases. Of particular note is the extra attention accorded to 

vulnerable groups in art. 7°, §3°, which mandates that AI systems intended for their use must 

be developed in a manner that enables these individuals to comprehend their operations.  

573. The bill also emphasizes the need to adapt the AI governance debate to the specific 

needs of the Brazilian reality (Bioni; Garrote; Guedes, 2023). The project acknowledges that 

asymmetries and structural inequalities permeate the country, and it includes, for example, 

definitions for direct and indirect discrimination derived from the Inter-American Convention 

against Racism. It also presents specific rules for the adoption of AI in the public sector, 

particularly in situations where individuals who are socioeconomically more vulnerable may 

be affected. 

574. On the other hand, similarly to the AI Act, bill 2,338/2023 also contains specific rules 

that depend on the risk imposed by the AI system. This classification must be assessed by the 

AI system provider before placing it on the market or into service. Section II of Chapter III 

addresses AI systems that pose excessive risks and should be prohibited in the country. In 

comparison to the AI Act, the list is shorter, but the situations can be considered more 

comprehensive. In particular, emphasis is placed on the prohibition of the implementation and 

use of AI systems that exploit any vulnerabilities of specific groups of natural persons, such as 

children, in order to induce them to behave in a manner harmful to their health or safety, or 

contrary to the principles presented in art. 2° of the bill, including access to education (art. 2°, 

X). 
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575. Section III of the same Chapter addresses high-risk AI systems. Just like the AI Act 

Proposal, the Brazilian bill lists various categories of AI systems that may be considered high 

risk in its art. 17 and does not clearly define what can actually be regarded as high risk. Art. 18 

determines that the competent authority can update this list based on a series of criteria, which 

include the impact on vulnerable groups. Within the list in art. 17, systems used for educational 

or professional training purposes stand out, including those that determine access to educational 

or professional training institutions or for assessing and monitoring students. 

576. Art. 19 establishes governance structures and internal processes applicable to certain AI 

systems, such as transparency measures in the case of systems used in interaction with natural 

persons and for the mitigation of potential discriminatory biases. Apart from the requirements 

established in art. 19, high-risk AI systems must also comply with specific rules in arts. 20 and 

22. They include conducting algorithmic impact assessments, keeping specific documentation, 

carrying out tests to assess reliability levels, establishing data management measures to mitigate 

and prevent discriminatory biases, and adopting technical measures to enable the explainability 

of the system’s results. 

7.4 Brazilian policy on digital education 

577. The LDB states that distant learning can only be applied to primary education as a 

supplementary learning tool or in the case of an emergency (art. 32, §4º). With the COVID-19 

pandemic, Law 14040/2020 (Brasil, 2020) was enacted to allow schools and higher education 

institutions to use online learning to meet the minimum workload required for their courses 

during the pandemic. 

578. Regarding policies, the National Education Plan (Plano Nacional de Educação – PNE) 

was established by Law 13.005 in 2014, setting guidelines, goals, and strategies for educational 

policy from 2014 to 2024. Throughout the plan, several goals related to the implementation of 

ICT in education are mentioned, such as the development of pedagogical technologies that 

consider special education, rural schools, and indigenous and quilombola communities (Goals 

2.6 and 5.4); the development and dissemination of educational technology, preferably open 

educational resources (Goals 5.3 and 7.12); and the promotion of full internet connectivity and 

access to computers in schools (Goals 7.20 and 7.22). 

579. Goals 5.3 and 7.12 mention the need to give preference to free software and open 

education resources. In this vein, the MEC published Ordinance 451 (2018), which delineates 
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criteria and procedures for the production, evaluation, and distribution of open or free 

educational resources for primary and secondary education within official MEC programs and 

platforms. Art. 7º stipulates that educational resources created with financial support from the 

MEC for primary and secondary education must always be open educational resources. 

580. It is also important to mention the Brazilian Strategy for Digital Transformation 

(Ministério da Ciência, 2018), which underlies the National System for Digital Transformation 

(Sistema Nacional para a Transformação Digital), established via Decree 9319, 2018 (Brasil, 

2018a). This strategy extensively discusses open educational resources and highlights their 

potential to enhance access to quality education, thereby fostering innovative educational 

practices driven by digital culture (Amiel; Gonsales; Sebriam, 2018). 

581. Also noteworthy is Commitment 6 of the 3rd Action Plan of the Open Government 

Partnership (2016-2018), co-created by the MEC and members of civil society, which aims to 

integrate the potential of digital culture into educational policy and to foster autonomy for use, 

reuse and adaptation of digital educational resources, valuing the plurality and diversity of 

Brazilian education (Ministério da Transparência, 2016). 

582. Finally, in January 2023, the National Policy on Digital (Brasil, 2023b) was 

promulgated. The approach adopted by the policy is to coordinate programs, projects, and 

actions from different government levels to maximize the outcomes of related public policies. 

The PNED prioritizes actions aimed at the most vulnerable populations and is structured around 

four main pillars: digital inclusion; digital education in schools; digital training and 

specialization; and research and development (R&D) in ICT. 

583. Regarding the digital inclusion pillar, the policy emphasizes various actions related to 

the development of digital skills, such as raising awareness, using tools for self-diagnosis of 

digital skills, training, developing platforms and repositories of resources, certifications, as well 

as the implementation and integration of connectivity infrastructure for educational purposes. 

584. The pillar of digital education aims to integrate digital education into school 

environments, which encompasses acquiring knowledge about the digital world, computational 

thinking, digital culture, digital rights (including the protection of personal data), and assistive 

technology. In the pillar of Digital Training and Specialization, the twelve strategies are 

primarily geared towards higher education institutions and vocational education. The 

predominant aspect is the direct linkage of education to the demands of the workforce market. 
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585. Lastly, the R&D in ICT pillar aims to develop and promote accessible and inclusive 

ICT. This pillar lists six priority strategic actions, including fostering the development of low-

cost ICT focused on education; promoting international partnerships; promoting open science 

and sharing digital resources among Scientific, Technological, and Innovation Institutions. 

586. The LDB was also amended by the PNED to incorporate digital education and the 

provision of internet connectivity as part of the state’s obligations concerning education in all 

public educational institutions (art. 4º, XII and sole paragraph). 

587. The PNED will still be regulated by the federal Executive branch and does not have its 

own budgetary resources. It should be included in the multi-year national plan and in the budget 

laws in force until 2030 (Agência Senado, 2023). This means that the budgetary allocation for 

the PNED will have to compete with the already small portion of the education discretionary 

budget (the part not linked to mandatory expenses or programs whose funding sources are 

legally foreseen but allow for budget withholding or reallocation) (Seki; Venco, 2023).  

588. Furthermore, the law also provides for state funds to finance actions related to the plan, 

such as the Telecommunications Services Universalization Fund (Fundo de Universalização 

dos Serviços de Telecomunicações), and the Fund for the Technological Development of 

Telecommunications (Fundo para o Desenvolvimento Tecnológico das Telecomunicações). 

Private entities will be able to enter into agreements with the public authorities for the 

implementation of the plan, in accordance with the regulation that will still be set by the 

executive branch (art. 11, sole paragraph). 

589. The enactment of this law shows how the policy regarding digital education in Brazil 

has been shifting over the years, aligning with a more neoliberal approach. Several elements 

should be highlighted, such as the new state’s spending cap, which reduces general public 

spending on education; the lack of inclusion in the law of specific budget for its implementation; 

its focus on promoting the use of “low-cost” digital technologies; and the encouragement of 

public-private partnerships. These elements demonstrate that a highly probable solution for the 

implementation of the plan regarding the digital technology infrastructure for education is the 

establishment of partnerships with foreign technology companies that offer their products for 

free or at a low cost due to their DDBM. 

590. In the early 2010s, Brazil became internationally known for its strong engagement in 

the open educational resources community through laws and public policies that encouraged 

the use of licensed technologies in an open model in education and mandated public entities to 
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ensure that technologies developed with public funds were freely accessible (Amiel; Gonsales; 

Sebriam, 2018; Sebriam; Gonsales, 2017). 

591. As will be discussed in the conclusion of this thesis, the focus on the development of 

open source technologies that consider local specificities is an interesting alternative to relying 

on big tech companies, which comes at a low cost but often at the expense of children’s data 

protection. However, the coup d’état suffered in the country in 2016, the economic crisis, and 

the constant cuts in the education budget have made these policies increasingly hollow, which 

was further exacerbated by the COVID-19 pandemic. Without the necessary investment, it is 

more challenging to develop and procure sovereign technologies that are aligned with national 

interests and the best interests of children. 
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PART III. CHALLENGES INTRODUCED BY EDTECH TO CHILDREN’S RIGHTS 
TO PRIVACY AND TO THE PROTECTION OF PERSONAL DATA 

592. This thesis asserts that, akin to all types of technology, it is imperative to maintain a 

critical and scientific perspective regarding both the opportunities edtech afford for humanity’s 

advancement and the risks they entail. We have briefly seen in the introduction different ways 

in which edtech holds the potential to promote access to information, enhance accessibility—

especially for children with disabilities—and optimize the efficacy and efficiency of learning. 

Nonetheless, apart from the absence of robust scientific evidence concerning the actual efficacy 

of the majority of current edtech in achieving their stated objectives, they may also be 

reinforcing problematic pedagogical practices (such as behaviorism and a learning-centric 

approach to education) and engendering adverse effects, such as the violation to children’s 

rights to privacy and data protection. 

593. Part III will use the research synthesized thus far to delineate the challenges introduced 

by edtech to these rights. Chapter 8 will concentrate on conducting a comprehensive mapping 

exercise of these challenges, divided into two main areas. The first part of the chapter will focus 

on horizontal challenges AI technologies pose, considering their prevalent role in contemporary 

edtech and data processing. The second part will delve into specific challenges introduced by 

three types of edtech included in the typology: personalized learning, student monitoring 

technologies, and learning analytics. 

594. Chapters 9 through 11 will subsequently present a case study on the application of 

Google Workspace for Education in the EU and in Brazil to provide a concrete and more in-

depth example of how children’s fundamental rights can be at risk when using edtech. Chapter 

9 focuses on understanding what Google Workspace for Education is, how it works, and what 

its role is within Google’s business model. Chapter 10 discusses the implications of employing 

this technology to children’s privacy and data protection in the EU and in Brazil. I will begin 

by analyzing decisions of authorities within the EU concerning this technology. This 

methodology was selected considering the audit and analysis capabilities of certain competent 

authorities, notably DPAs, allowing for a more in-depth understanding of the issues, which the 

mere assessment of ToS and Privacy Policies would not afford. This is also significant given 

the average data subject’s inability to verify the validity of a company’s claims within its 

policies. 
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595. Subsequently, I seek to understand the implementation of Google Workspace for 

Education in Brazil. The ANPD has not yet focused on the issues resulting from the application 

of this technology. Thus, in addition to a formal analysis of the ToS and Privacy Policies 

applicable to Google Workspace for Education in the country, secondary data obtained through 

a literature review were used for the assessment. This included research examining these 

documents in previous versions and also empirical research carried out via information requests 

to education secretariats in Brazil. 

596. Finally, Chapter 11 undertakes a broader analysis drawing from the data collected in 

both jurisdictions to grasp the systematic operation of Google Workspace for Education through 

the lens of data colonialism. It also analyzes the extent to which the current data protection legal 

frameworks in the EU and in Brazil address these challenges. 

  



168 

 

 

Chapter 8. Mapping the challenges introduced by edtech 

597. This chapter is dedicated to mapping the main challenges stemming from the use of 

data-driven edtech to children’s rights to privacy and data protection. Considering that data 

processing predominantly occurs within AI systems nowadays, the first part of this chapter will 

concentrate on the overarching challenges presented by AI-powered edtech. Where possible, 

examples have been integrated into the text, supplemented by use cases in text boxes, to 

illustrate how these particular issues can be or have already been identified within edtech.  

598. The second half of the chapter will focus on specific challenges related to three popular 

employed edtech, aligned with the typology developed in Chapter 1. We have discussed that 

technologies can be used for providing education—supporting educational institutions, teachers 

and learners—and for learning about education. Considering that many of the examples 

provided within the first part of the chapter pertain to technology that supports institutions (such 

as admissions or scholarship distribution algorithms), the second part of the chapter will focus 

on specific challenges brought about by personalized learning technologies (mainly focused on 

supporting students), student monitoring technologies (mainly focused on supporting teachers), 

and learning analytics (developed for learning about learning). 

8.1 Datafication 

599. As explained in Chapter 2, the measurement movement in education greatly benefited 

from the increased datafication enabled by digital ICT. Datafication can be understood as a way 

to put phenomena “in a quantified format so it can be tabulated and analyzed” (Mayer-

Schönberger; Cukier, 2013, n.p.), which should not be conflated with digitalization—the 

process of converting analogue information into digital information. Data are “produced by 

abstracting the world into categories, measures and other representational forms—numbers, 

characters, symbols, images, sounds, electromagnetic waves, bits—that constitute the building 

blocks from which information and knowledge are created” (Kitchin, 2014, p. 1).  

600. To capture something from the analogue world and transform it into digital data, it is 

necessary to measure and record it for analysis and value creation. Data are then often 

understood as the representation of a phenomenon2, but it can also be “implied (e.g., through 

an absence rather than presence) or derived (e.g., data that are produced from other data, such 
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as percentage change over time calculated by comparing data from two time periods)” (Kitchin, 

2014, p. 1). 

601. With the increased possibility of dataifying new aspects of human life, the amount of 

data to be processed and evaluated by computers is enormous. Thus, the term big data started 

to be employed to refer to operations that “one can do at a large scale that cannot be done at a 

smaller one, to extract new insights or create new forms of value […]” (Mayer-Schönberger; 

Cukier, 2013, n.p.). AI systems, in particular analytics, started to be used to make sense of these 

big datasets, which would be impossible for humans. 

602. The software model that is built on these data has three main characteristics: mapping 

(i.e., it is a projection, it is based on an original—reality); reduction (i.e. it reflects only a 

relevant selection of the original’s properties); and pragmatic (i.e. it is usable in place of the 

original for some purpose) (Kühne, 2005, p. 2). Indeed, a model is not a copy. Taking the 

development of a car as an example, if a copy is used in a crash test, a real test run would be 

performed, not a model simulation. Using a model has the advantage of being cheaper, but the 

drawback of often being inaccurate (Kühne, 2005, p. 3). If what is being datafied is human 

behavior and social relations, this copying exercise can be even considered impossible due to 

their complexity, instability and unpredictability. 

8.1.1 Reduction and abstraction 

603. Since datafication presumes measuring and quantifying complex phenomena of reality, 

it naturally captures only what is possible to measure with the current state of technology. It 

also entails reducing these phenomena into something that can be shared, analyzed and stored. 

The software model merely offers a limited representation of reality, and the decision regarding 

which data to collect for a specific purpose rests with the software engineers (Selwyn; Gašević, 

2020, p. 530). The inevitable consequence is that these representations can fail to capture 

granular details from reality and important points of contrast.  

604. What cannot or is hard to be directly measured, either because of a lack of technology 

or because it is too expensive or time-consuming, can be alternatively translated into usable 

data by proxies. A proxy is a variable or set of variables used as a substitute or approximation 

for a variable that a data scientist would like to measure. Proxies work through correlations, 

which will be better explained in section 8.2, infra. 
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605. Learning, for example, is hard to objectively measure because of its inherent 

complexity. It entails a multidimensional individual and collective process, involving, i.a., 

cognitive, affective, behavioral, and social factors. Several proxies could be used to evaluate 

learning, such as correct answers (and number of attempts to reach it) on exams, competition 

rates of lessons, participation in discussion fora, engagement metrics like click rates or time 

spent on a specific content, self and peer assessments etc. In a digital test situation, for instance, 

“rapid response times, alongside declining test performance may be associated with 

disengagement and guessing” (Wise, 2020, as cited in Maddox, 2023, p. 6). 

606. The reduction of aspects of reality is closely related to the concept of abstraction, which 

refers to the process of removing information from its original context to be  aggregated  and 

processed (Pangrazio et al., 2022, p. 262). This means that other information previously 

available in its original context that could help make sense of the data is removed or not even 

considered significant (Pangrazio et al., 2022, p. 263). Again, which data are removed is related 

to the decision of which data are important for the model, which depends on the purpose of the 

collection and the pragmatic feature of software models discussed above. That means that using 

the data in other contexts is challenging and can lead to unintended consequences. 

607. Removing the context from the collected data is inherently related to the idea that what 

is more important than why (using correlation instead of causation, as explained below). 

Therefore, datafying and modelling human life, especially within the school environment, has 

to be done very carefully and for very specific purposes. The purpose of the model directly 

influences the aspects of reality that are integrated and those that are excluded, making it very 

difficult to extrapolate this model to other situations. This creates a significant problem, for 

example, when the data production has as a final target its widespread sharing (such as in the 

development of “data products”), as there is a greater risk to misinterpreting the data in a 

different context.  

608. Furthermore, we must consider the problem itself of quantifying education, as briefly 

discussed in Chapter 2. When it comes to education more broadly, certain aspects are simpler 

to quantify, such as learning content, leading edtech to prioritize these areas while overlooking 

crucial aspects that are not easy to measure, such as creativity, critical thinking, and social-

emotional skills. This reduction of education to a mere compilation of skills and competences 

may result in decisions like narrowing the curriculum and favoring data sciences over 

humanities and the arts, given the greater difficulty in quantifying the latter (Holmes, 2023). 



171 

 

 

609. Within AI-driven edtech, students are also reduced to their digital twins, transformed 

into “calculable persons” who are assessed and evaluated based on their data (Lupton; 

Williamson, 2017, p. 787). Students are seen by AI systems as a model as well, which becomes 

a  

make-believe substitution which can then be used to inform how the teacher 
approaches that student, or how an algorithmically personalized learning program 
assigns her tasks. As such, the substitute profile built out of the data takes an active 
ontological role in shaping the ‘real life’ of the student—a process that could always 
have been done otherwise, with different real world results. The data play a part in 
‘making up’ the student (Williamson, 2019, p. 217). 

8.1.2 Data collection for AI systems operation 

610. The current operation of AI systems relies on the access to and utilization of a 

tremendous amount of data. Data are essential for training AI systems, and subsequently, it 

plays a crucial role in maintaining its relevance and facilitating adaptation for specific situations 

such as through profiling. 

611. The massive collection of personal data in itself can be considered problematic not only 

due to the heightened risk of data breaches but also the potential for increased surveillance. As 

demonstrated earlier, when technology mediates all human behaviors and interactions, 

facilitating data recording, it enables various uses such as drawing inferences, creating profiles, 

conducting experiments, and influencing behavior for commercial and political ends (Sartor, 

2020). In essence, what is fundamentally at stake (a focal point of the theory of data 

colonialism) is human and collective autonomy and flourishing. Having information about the 

entire society confers immense power upon the social quantification sector, which actually 

lacks democratic legitimacy. 

612. Therefore, before discussing whether algorithms and datasets are fair, biased, or 

accurate, we should weigh the societal costs against the advantages of technology. We must 

deliberate on which systems merit development, who should oversee their creation, who holds 

the authority to determine their functions, what accountability mechanisms are necessary, and 

how individuals can participate in this process (Powles; Nissenbaum, 2018). 

613. One example is data commodification and whether society deems data worthy of 

consideration as a tradable asset in the market, even in the absence of monetary exchange. This 

specific mindset surrounding of data, as we have seen in Chapter 3, creates market incentives 

to collect increasingly larger amounts of data and extend market’s influence into more and more 

aspects of human life. This is exacerbated when issues related to the market dominance of big 



172 

 

 

tech companies are discussed within a competition framework, as the solution often revolves 

around incentivizing data sharing and increasing the volume of data circulating in the market. 

614. Apart from the massive collection of personal data in itself, we must also consider tha 

challenges posed by the data sources used for training algorithms. When it comes to the data 

source, data may be collected explicitly for the purpose of training algorithms, repurposed if 

previously collected in other contexts, or scraped from publicly available sources on the 

internet. Each of these scenarios presents specific challenges, including ensuring compliance 

with the appropriate legal basis according to regulations such as GDPR or LGPD, meeting 

transparency obligations, ensuring compatibility for further data processing, and upholding data 

subjects’ rights (Solove, 2024). Data scraping is particularly problematic, as even when the 

personal data being extracted is accessible in the public internet, it remains governed by data 

protection laws. It, therefore, raises concerns related to transparency and appropriate legal bases 

for processing data. 

615. Finally, another important challenge relates to the tension between training AI systems 

and complying with key principles of data protection laws, such purpose limitation and data 

minimization. These principles mean that only data necessary for specific purposes should be 

processed and this should be defined prior to the data collection. However, when data are 

collected for training AI systems, the exact purposes for processing them are often unforeseen 

by the AI developers. Considering that the GDPR and LGPD give more focus on establishing 

rules for the collection of personal data (which serves as input for the inferences made by AI) 

rather than on the outputs of this process (Wachter, Mittelstadt, 2017), it becomes difficult to 

perform meaningful purpose limitation or data minimization for data used to train AI systems, 

especially when dealing with general purpose AI (Wolff et al., 2023). 

8.2 Data Generation 

616. A second challenge related to AI systems is related to how they produce knowledge 

based on the data they are fed with, and data analytics plays an important part in this process. 

Analytics is a field of computer science that uses ML techniques through mathematical and 

statistical algorithms to find meaningful patterns in data and, thus, insights. Davenport (2014) 

distinguishes three phases in the analytics history. The initial era of analytics 1.0 started in 1954 

in the USA and was characterized by small, structured and internal data sources. At this time, 
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data was stored in large companies’ warehouses or marts before analysis, and the analytical 

activity was mainly descriptive. 

617. In the early 2000s, the exploitation of online data by companies such as Google, Yahoo! 

and eBay started the analytics 2.0 phase. Although in the beginning the analytical efforts were 

still mainly focused on internal and structured data, they started informing not only internal 

decisions but also customer-facing products and processes. Gradually, data began to be 

externally sourced, and the sets became either very large or unstructured, also being stored in 

parallel servers. That was the start of the so-called data-driven economy and the use of big data 

(Davenport, 2014). 

618. Analytics 3.0 combines characteristics of the two previous eras. It is defined as the 

combination of “large and small volumes of data, internal and external sources, and structured 

and unstructured formats to yield new insights in predictive and prescriptive models” 

(Davenport, 2014). 

619. Data analytics includes different technologies that can be clustered in many ways. It is 

not the intention of this thesis to present all the possible ways data analytics can be used and 

described, but some definitions are important for the discussions that will carried out. Based on 

the outcomes of the analysis, for instance, data analytics algorithms could be descriptive, which 

means that they try to understand data from the past and provide solutions to influence the 

future. On the other hand, it can also be predictive, meaning that it tries to understand the present 

situation to predict the future.  

620. Data analytics algorithms can also be clustered by their purpose. Educational analytics, 

for example, are understood as the use of analytics in education, which can serve different goals. 

If the goal is to optimize learning, this could be tackled by learning analytics, which is often 

defined as “the measurement, collection, analysis and reporting of data about learners and their 

contexts, for purposes of understanding and optimizing learning and the environments in which 

it occurs” (Siemens et al., 2011, p. 4). The technical, ethical and pedagogical dimensions are 

explicitly integrated in this domain (Laet et al., 2018). 

621. Academic analytics, in turn, uses learners, academic and institutional data to improve 

organizational processes, resource allocation, workflows and institutional measurement 

(Siemens et al., 2011). It focuses on strategic policy decisions and on how learning and 

educational results can be improved. It concerns, for example, figures on study success and 

drop-out rates (Laet et al., 2018). More recently, the concept of student analytics has also 



174 

 

 

emerged, which primarily targets students themselves and study career counsellors. Its goal is 

to provide a personal and data-based student guidance by analyzing data factors for study 

behavior or success (Laet et al., 2018). 

622. Finally, educational data mining is yet another different technique for gaining insight 

into learners’ activities. Unlike learning analytics, which “adopts a holistic framework seeking 

to understand systems in their full complexity […, educational data mining] adopts a 

reductionistic viewpoint by analyzing individual components, seeking for new patterns in data 

and modifying respective algorithms” (Papamitsiou; Economides, 2014). 

623. It is important to highlight, however, that there are no clear boundaries among these 

concepts. Institutional strategies directly affect learning, and learning results affect how 

institutions make decisions. Similarly, through a topic modelling of abstract data from articles 

on learning analytics and educational data mining, Lemay et al. (2021, p. 8) state that the 

difference between the two topics seem to be more a matter of degree than kind:  

[b]oth fields were focused on student performance and learning platforms, and in 
modelling student behavior. [Learning analytics] papers focused more on student 
engagement, teaching tools, and social network analysis whereas [educational data 
mining] papers focused more on techniques and methods of data analysis. 

624. As mentioned above, data analytics are used to recognize patterns or correlations among 

the data. After recognizing a pattern, the next step would be to extrapolate or deduce additional 

conclusions or predictions about causality based on the observed correlation. Therefore, this 

process does not adhere to classical scientific methodologies focused on identifying causation; 

instead, it relies on methods aimed at uncovering correlations. 

625.  “[A] correlation quantifies the statistical relationship between two data values. A strong 

correlation means that when one of the data values changes, the other is highly likely to change 

as well” (Mayer-Schönberger; Cukier, 2013, n.p.). With correlations there is never certainty, 

only probability. Statisticians will often choose a proxy and run a correlation analysis to 

discover how strong the proxy is. In order to first choose a proxy, they could use hypotheses 

based on theories, i.e., abstract ideas about how a phenomenon works. If they fail, the 

hypothesis or the theory it was based on needs to be revisited (Mayer-Schönberger; Cukier, 

2013, n.p.). 

626. It is also possible to use data mining, i.e. unsupervised/bottom-up data mining 

algorithms that are designed to identify relationships among data points without developing 

initial hypotheses. These algorithms do not rely on training data or predefined solutions 

(Hildebrandt, 2015, p. 24), and the patterns “discovered” by the algorithms can reveal 
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specificities of certain groups. This has important implications, especially for vulnerable 

people. An interesting example provided by Barocas and Selbst (2016, p. 691) in the context of 

employment can also be translated to the context of education. By providing more attention and 

opportunities to employees who are predicted to excel in a task, employers might 

unintentionally treat members of certain groups unfairly. This happens because the qualities 

that make employees attractive can be less common in these groups. 

627. The focus on correlation instead of causation can also directly impact decisions made 

about students. For example, students who excel academically often allocate more time to the 

library or actively participate in the LMS. These behaviors can be associated with diligent 

studying, as high-achieving students typically engage in extensive preparation. However, 

encouraging other students to increase their LMS usage or time spent in the library, for instance, 

might not necessarily result in enhanced academic performance. Similarly, some of the 

outcomes generated by the data can be interpreted in different ways. If the algorithm identifies, 

for example, that students do not strictly adhere to the course schedule, with some studying 

ahead and others slightly behind the calendar, this can be understood at the same time as a 

problem or as an integral aspect of the adaptable and inclusive curriculum design (Weller, 2020, 

p. 145–146). 

628. Understanding the reasons why some patterns exist is, in the case of big data analytics, 

often an afterthought. According to Mayer-Schönberger et al. (2013, n.p.), it is easy to get 

caught in a web of competing causal hypotheses. But our attempts to illuminate things 
this way only make them cloudier. Correlations exist; we can show them 
mathematically. We can’t easily do the same for causal links. So we would do well to 
hold off from trying to explain the reason behind the correlations: the why instead of 
the what. […] [B]ig data itself aids causal inquiries as it guides experts toward likely 
causes to investigate [and i]n many cases, the deeper search for causality will take 
place after big data has done its work. 

629. The instrumentalized “knowledge” generated by big data analytics can be seen, 

therefore, as representing a reversal of the values associated with the ideals of rationality and 

scientific inquiry (Kohl, 2021, p. 14). Subject matter expertise and domain-specific knowledge 

start to lose their significance, leading to a shift where computer and data scientists, rather than 

professionals like physicians, biologists, or sociologists, are increasingly seen as the primary 

protagonists (Rieder; Simon, 2017, p. 90). 

630. It also directly affects the rights to privacy and to the protection of personal data by 

creating new data about people through inferences. These inferences, which include profiling 

and making predictions, often inform decisions that can directly impact people’s fundamental 
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rights. The issues surrounding decision-making based on inferences will be explored further in 

subsection 8.3. However, it is first important to map the challenges related to generating new 

data itself, such as the presence of bias in the training data or design of the algorithmic code, as 

well as the lack of control of one’s personal data. 

8.2.1 Bias  

631. Bias can manifest in various forms within AI systems, and given that data is sourced 

from society, where human bias abounds, it is difficult to think of a dataset without it. Data 

used to feed the system may be incorrect, partial or nonrepresentative, meaning that certain 

people or groups could be disadvantaged when decisions are based on these data (Barocas; 

Selbst, 2016). Prejudice could have played a role as valid examples to learn from, and the 

system will reproduce them.  

632. Second, bias can also be imbued in the choices made by data scientists, either in the 

selection of the data that are included in the model, or in designing the algorithm code itself. 

The data that is left out of the analysis “is particularly problematic in educational datafication, 

since many of the issues that schools face have origins in structural inequalities that are not 

captured by, or considered in, data about student learning or teacher effectiveness” (Pangrazio 

et al., 2022, p. 263).  

633. Apart from defining which data to collect or not, the labelling process of the data by 

data miners or even users can also include bias in the system. Even when an AI model is “ready” 

it can continue learning with the user’s behavior, which means that the prejudices and users’ 

biased behaviors will also influence it (Barocas; Selbst, 2016, p. 682). In this sense, O’Neil 

(2016) argues that the choices made by data scientists are not just about logistics, profits, and 

efficiency but are fundamentally moral. 

634. When it comes to the algorithm code, it can also be biased depending on how the data 

scientist designed it. For example, in a globalized world, edtech gets exported and used in 

contexts completely different from the ones where they have been developed. The constraints 

of a technology will be aligned with the ones of its designers, who are usually based on 

developed western countries (Pinkwart, 2016, as cited in Miao et al., 2021). If the designers are 

a homogeneous group of people with the same background and worldview, this will often create 

bias and injustices, as they are less familiar with the educational necessities of other regions. 

EdTech is neither ‘borderless, gender-blind, race-blind or class-blind’. The framing 
of the curriculum, as well as automated delivery in the mode that brooks no discussion, 
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marginalizes the knowledge of students—both indigenous and experiential—and 
reinforces existing epistemic injustices (Sarwar, 2022, n.p.). 

635. One illustrative example is the dominance of the English language, which is frequently 

mandatory to participate in the digital environment. A recent research by Longpre et al. (2023) 

has developed a heatmap (reproduced below), which illustrates the extent to which the spoken 

languages of each country are reflected in the composition of natural language processing 

(NLP) datasets. It indicates that English-speaking and Western European nations are better 

represented when compared to other countries around the world. 

 

Figure 4 - Global heatmap measuring how well each country’s spoken languages are 
represented by the composition of natural language datasets 

 

Source : Longpre et al. (2023, p. 12) 

636. Within NLP, “coloniality can be connected to unstructured data, annotations, models 

and software. […] In turn, these technologies reinforce and amplify coloniality beyond the 

social systems that created them” (Held et al., 2023, p. 1–2). This limits and shapes a student’s 

experience, even when the content itself is translated, as language is intrinsically attached to a 

specific culture and epistemology. This dominance can also hinder digital literacy, an important 

factor for an efficient edtech (Sarwar, 2022, n.p.). Algorithms focused on personalized learning 

are also frequently biased towards “high income countries’ cultures and languages, which can 

result in a reinforcement of cultural hegemony and a suppression of local languages and 

cultures” (Holmes, 2023, p. 66). 

637. Finally, it is important to mention that discrimination does not only occur when traits 

that are traditionally defined as potentially discriminatory are taken into account (such as data 

considered to be sensitive). Algorithms can also introduce new forms of discrimination that 
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were not previously anticipated (Solove, 2024). For instance, if an algorithm establishes a 

random correlation between a person’s dominant hand and their academic performance, new 

types of discrimination may arise. 

638. When it comes to edtech that aims to help educational institutions, one popular 

application is aiding in the student admissions process. In this context, an early and significant 

example of its adoption can shed light on the existence of bias in the training data, which is 

described in Table 2 below. 

8.2.2 The challenge of controlling inferences based on personal data 

641. As described in section 8.2, new knowledge generated by algorithms can take the shape 

of inferences, which, when made about people, can interfere in their rights to privacy and to the 

protection of personal data. Inferences can be drawn about basically any human attribute, state 

or behavior, including political opinion, emotional state, sexual orientation, shopping 

preferences, socioeconomic status, cultural background, dietary preferences, medical 

conditions, and location. Within the educational environment, inferences can be related to a 

Table 2 - Franglen’s Admissions Algorithm 

639. From 1982 to 1986, St George’s Hospital Medical School used a program to automate 

part of their admissions process. The algorithm was developed in the 1970s by St. George’s 

vice dean Dr. Geoffrey Franglen, with the main motivation being to make the process more 

efficient and fairer because students would be subject to the same evaluation. After a double-

test by human assessors and the program in 1979, the latter proved to be aligned with the 

panel’s decision 90-95% of the time, and was put to use (McGregor, [s. d.]; Schwartz, 2019). 

640. However, some lecturers recognized the lack of diversity among students and decided 

to conduct an internal review of the program. They concluded that irrelevant factors such as 

name and place of birth were being considered by the system, discriminating against women 

and people of color. The case was brought before the United Kingdom (UK) Commission for 

Racial Equality, which found the school guilty of discrimination. It identified that the biases 

already existed in the admissions process, with the algorithms merely learning from biased 

examples (Schwartz, 2019).  
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student’s attention and engagement levels, academic performance and potential for success, 

learning disabilities, study habits, attendance patterns, personality traits, etc. 

642. The operation of big data analytics presents a formidable challenge in discerning how 

data has been used to produce new information, directly affecting the control over one’s 

personal data (Solow-Niederman, 2022, p. 361). This is tied to epistemic limitations of 

algorithms, i.e., constraints or shortcomings in the way they produce knowledge or 

“understand” a particular subject or phenomenon. Mittelstadt et al. (2016) propose three main 

epistemic limitations arising from the use of algorithms: i) inconclusive evidence, which 

underscores the probabilistic yet uncertain nature of knowledge derived from inferential 

statistics; ii) inscrutable evidence, which refers to the lack of clarity regarding how the different 

data points contributed to the generated conclusion; and iii) misguided evidence, which 

highlights the notion that he reliability of conclusions is contingent upon the quality of the input 

data. 

643. From the individual’s perspective, whether data was collected or produced by the 

algorithm is irrelevant; the ultimate outcome remains that new information about them has been 

produced that they might not have anticipated and might be used to make decisions that affect 

them. It can also uncover details that people do not intend to reveal or make wrong assumptions 

about them (Solove, 2024). Data is speaking on behalf of people, posing risks to the rights to 

their privacy, identity, development of personality, freedom of expression, reputation and self-

determination. 

These inferences, especially when people are not aware of them, persist over time and affect 

future opportunities and equal treatment (Mittelstadt, 2017), which can particularly affect 

children. The procedural approach of data protection laws have generally not been able to deal 

in a comprehensive way with these kind of challenges, as controllers are not obliged to disclose 

or justify the criteria and methods used to draw inferences. This led Wachter and Mittelstadt 

(2019) to argue, for instance, for a right to reasonable inferences as an accountability 

mechanism, which would offer additional protection against inferences that can cause 

reputational damage, violate privacy, or have low verifiability. 
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Table 3 - Inferring pupils’ attention through brain waves 

644. In 2019, some schools in China made headlines worldwide for implementing devices 

that monitored pupils’ brainwaves. These headbands, provided by the company BrainCo, 

would sit across the students’ forehead to infer their attention and was similar to devices used 

for detecting brain waves of patients in hospitals for medical assessments. They claim to be 

able to inform teachers and parents about how focused students are on their studies by 

detecting their brain signals—with different colored lights displaying the students’ varying 

levels of concentration (Standaert, 2019). 

645. While many parents and teachers see them as tools to improve grades, negative 

reactions from the public led the school to halt the experiment (Savillo, 2019). This case 

illustrates the expanding breadth of inferences that can be (allegedly) drawn from human 

beings, extending to the realm of human cognition. 

8.3 Decision-making 

646. After collecting the data, finding patterns, and creating new data, AI systems can be 

used to make automated decisions or aid in the human decision-making process. Automating 

decisions is often seen as a solution to streamline administrative tasks and help educators focus 

on more important issues, with the “bonus” of  “remov[ing] politics and ideology from 

decisions” (Schildkamp; Kuin Lai, 2013, p. 2). 

647. Nevertheless, students’ lives can be profoundly impacted by decisions made based on 

data-driven technologies, particularly AI systems, potentially limiting their future opportunities 

(Jarke; Macgilchrist, 2021, p. 3). This section will concentrate on the primary challenges posed 

by the deployment of big data and AI systems to either automate decision-making or assist 

educators in making decisions regarding students. It will delve into specific types of inferences 

and the decisions based on them, such as profiling and future predictions, as well as scenarios 

where the human element directly intersects with the challenges posed by technology. 

Furthermore, it will address special situations where edtech is employed based on the typology 

adopted in Chapter 1. 
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8.3.1 Profiling 

648. One way to infer data about people and make decisions based is to use profiling 

techniques. Algorithms use personal data and big data to analyze individuals’ past preferences, 

behaviors, networks, and activities to create a profile of who they were. This information is 

used to infer their behavior, what may persuade them, such as a specific movie or advertisement, 

or their future actions and likes (inferences related to the future, i.e., predictions, will be dealt 

separately in the next subsection). As already explained above, profiling occurs when 1) a set 

of aspects about a person or group is inferred (a profile is created), and 2) the person or group 

is targeted based on these aspects (the profile is applied) (Bygrave, 2020a). Profiling raises 

concerns because of its very nature, as it involves “the pre-selection and pre-emption of 

individual choices by those who have access to big data sets and profiling technology” (Kohl, 

2021, p. 5). 

649. Although it may sound as if the individual is the focus, individual profiling involves 

classifying a person based on group attributes, which are used to place them into a specific 

micro-category (Kohl, 2021, p. 7). Cohen (2019, p. 69) argues that calling the process 

individualization is not entirely accurate. Individuals are probabilistically defined based on their 

past actions and undergo a process of rather singularization. Individuals are not adjusted to their 

unique characteristics by the profiler; instead, after providing some initial data, they are 

conformed to the profiler’s standardized patterns (Kohl, 2021, p. 19). 

650. In order to further unpack this process, it is first important to understand what “target 

variables” and “class labels” are within the data science language. Data analysis is a very broad 

that encompasses many different ways of understanding data. Simple forms of data analytics 

can produce records or summary statistics. Data mining, however, aims at locating statistical 

relationships, or patterns, in a dataset. “The accumulated set of discovered relationships is 

commonly called a ‘model,’ and these models can be employed to automate the process of 

classifying entities or activities of interest, estimating the value of unobserved variables, or 

predicting future outcomes” (Barocas; Selbst, 2016, p. 677). This is the process of finding 

correlations, as previously discussed. These qualities of interest are called target variables (i.e., 

what data miners are looking for), while the mutually exclusive categories that divide these 

outcomes are called class labels (Barocas; Selbst, 2016). 

651. Translating a problem from reality to a question about the value of some target variable 

so that a computer can understand it is a very subjective process and it is possible to occur in a 
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way that disadvantages specific individuals or groups. When the categories the algorithm is 

looking into are not mostly uncontroversial (such as what is fraud or spam), they will always 

involve a value judgment (Barocas; Selbst, 2016). 

652. Take, for example, the analysis of student excellence for admission to a university in a 

scenario where admission tests are not possible, as in the case of the COVID-19 pandemic. 

Calculating a student’s grade can be carried out in several ways, such as through school records, 

curriculum, motivation, teacher recommendations, averages of similar students from the school 

they attended in previous years, evaluation of activities in the current year, etc. What is 

excellent, then, will be defined in ways that can be measured, but all of these options are just 

part of an almost infinite number of possible definitions of excellence.  

653. The choice made can then have different impacts on different individuals or groups. In 

this sense, “[w]hile critics of data mining have tended to focus on inaccurate classifications 

(false positives and false negatives), as much—if not more—danger resides in the definition of 

the class label itself and the subsequent labeling of examples from which rules are inferred” 

(Barocas; Selbst, 2016, p. 680). 

654. Therefore, the distinction between the individual and the group is likely to be 

misunderstood as they constantly and mutually influence each other: “[i]ndividual data feeds 

into population data sets and these sets produce, through correlations, knowledge about 

populations, that is patterns and groups within them (inductive), which in turn are instructive 

about the individual (deductive)” (Kohl, 2021, p. 8). The deductive process is related to 

distributive profiles (or universal generalizations), when the attributes are shared by all the 

members of the group (for example, in the category bachelor, all people share the fact that they 

are not married). On the other hand, non-distributive profiles “are framed in terms of 

probabilities and averages and medians, or significant deviances from other groups. They are 

based on comparisons of members of the group with each other and/or on comparisons of one 

particular group with other groups.” (Vedder, 1999, p. 277). 

655. However, distributive profiles may also be understood in comparison with other groups 

when it comes to what they are not (e.g., the group university staff can be compared with police 

or hospital staff). This blurs the boundaries between the different types of profiles, and the 

certainty associated with distributive profiles becomes illusory (Kohl, 2021, p. 8). Ultimately, 

they can be considered as two different ways of looking at the same group or constructing 

groups. 
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656. When it comes to profiling and comparisons to group data, one frequent objection is the 

process of stereotyping, which occurs when people are evaluated or treated based on their 

membership in a particular group rather than recognizing their unique qualities and 

achievements as individuals. Take, for example, the use of academic credentials in hiring 

decisions. Employers  

tend to assign enormous weight to the reputation of the college or university from 
which an applicant has graduated, even though such reputations may communicate 
very little about the applicant’s job-related skills and competencies. If equally 
competent members of protected classes happen to graduate from these colleges or 
universities at disproportionately low rates, decisions that turn on the credentials 
conferred by these schools, rather than some set of more specific qualities that more 
accurately sort individuals, will incorrectly and systematically discount these 
individuals. Even if employers have a rational incentive to look beyond credentials 
and focus on criteria that allow for more precise and more accurate determinations, 
they may continue to favor credentials because they communicate pertinent 
information at no cost to the employer (Barocas; Selbst, 2016, p. 689). 

657. This indirect profiling is opposed to direct profiling, which is based on data only about 

individuals themselves and is sometimes understood as a better way to profile individuals 

(Kohl, 2021, p. 10). However, arguing that direct profiling is more legitimate assumes that a 

person’s past actions and preferences can accurately predict their future behavior and 

preferences. This perspective also implies that a person’s identity is fixed over time. Direct 

profiling, like indirect profiling, is also inherently comparative and thus involves the social 

aspect of human life. Understanding individuality requires comparing it to a presumed 

“normality” that provides a context for individual differences (Kohl, 2021, p. 10–11). 

658. Finally, even if the two processes are considered not so different from each other, there 

is still the discussion on stereotyping per se and its morality. Kohl (2021, p. 11) argues that 

stereotyping, or making non-universal generalizations, is a natural and necessary aspect of 

human knowledge and judgment, provided that it is based on empirical evidence and that certain 

historically disadvantaged groups are protected by anti-discrimination laws. This behavior, 

using shortcuts and proxies, is not inherently irrational or unethical and it is based on an 

acceptance of inaccurate results in particular cases (Kohl, 2021).  

659. Hildebrandt (2008, p. 26) observes that to survive, all living beings must consistently 

analyze and profile their surroundings to adjust themselves or their environment. Therefore, 

big-data driven profiling and individualization can be criticized for undue stereotyping and for 

mistaking the reduction process for the totality of social knowledge (Pangrazio et al., 2022, p. 

262). 
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8.3.2 Predictions 

660. Making predictions about the future is inherent to human nature. We do it all the time 

to mitigate the risk of uncertainty and the unexpected. With big data and the increase in data 

processing capacity, statistical techniques have become increasingly powerful and affordable. 

When it comes to predicting human behavior, what was initially more restricted to the finance 

sector (with the use of algorithms to predict whether a person would pay back a loan, for 

instance) has spread to all areas of life in society, including education.  

661. Children are still evolving, and education itself is the implementation of human and 

economic resources betting on the development of individuals and society as a whole. Thus, 

predicting the future would facilitate anticipating challenges such as dropout rates, identifying 

areas for improvement, tailoring interventions regarding each child’s educational path, resource 

allocation, etc. 

662. However, unlike other types of algorithmic inferences, predictions are special because 

they involve the element of time, creating a unique set of problems. Decisions are made 

regardless of the prediction’s accuracy and human rights violations can occur even when 

conclusions were right. As a projection of a possible future stemming from past or present 

perspectives, algorithmic predictions rely on certain assumptions that give rise to particular 

concerns. These assumptions are that i) the past repeats itself and the future will resemble it; ii) 

individuals will maintain consistent behaviors over time; and iii) groups with shared 

characteristics will share similar actions (Matsumi; Solove, 2023). 

663. Matsumi and Solove (2023) cluster the problems arising from these assumptions and 

the use of algorithmic predictions based on personal data in categories. I will adapt them in this 

subsection while applying them to edtech. 

8.3.2.1 Crystallization of the past 

664. This issue is mainly based on the assumption that the past repeats itself. When 

algorithmic predictions are made about students based on past data about them, their families, 

their schools and their peers, it can perpetuate existing inequalities and limit their ability to 

explore and even think of alternative educational pathways and opportunities. These 

interventions can lock children into stereotypes, impede their social mobility, and influence 

their educational and other life opportunities.  
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665. Consider a student who is unable to attend classes due to her need to care for her ill 

mother. Hwe low attendance may influence predictions about this student’s performance. 

However, if her mother’s illness is cured, this aspect may not necessarily be factored into the 

decision-making process for her situation. Similar circumstances could arise when a student 

shows disruptive behavior at school due to family issues or bullying. Even if these underlying 

challenges are solved, decisions made solely based on a snapshot of a particular period in the 

child’s life, rather than considering the entirety of their experiences and the potential for change, 

can lead to significant problems. 

666. This is described by Williamson (2016, p. 137) as a “new form of ‘up-close’ and ‘future-

tense’ educational governance”, which transforms students into centers of anticipation. This 

kind of anticipatory governance “abducts subjects in specific habits; governs subjects through 

provided memories; and (dis)-orients subjects for calculable futures” (Webb; Sellar; Gulson, 

2020, p. 2). This process is facilitated by data infrastructures that emphasize a linear, 

teleological, and quantifiable understanding of time, resulting in the synchronization of 

educational cultures. 

667. Indeed, education policy has always been concerned with preparing individuals for an 

uncertain future and facilitating societal change. However, this form of anticipatory governance 

raises questions about whether future possibilities are truly knowable and how this could limit 

human agency. Rather than viewing educated individuals as having untapped potential waiting 

to be realized through education, they can be reduced to datafied subjects with predetermined 

paths. This approach restricts the range of possible educational futures, as they become mere 

continuations of past and present rearrangements (Webb; Sellar; Gulson, 2020).  

668. This is especially problematic regarding children, as childhood is known to be a period 

of experimentation. Children test their limits all the time in order to get to know the world, 

inevitably making mistakes along the way. This does not mean that they will necessarily happen 

again in the future. On the contrary, we must recognize that most people change over time, 

particularly when they mature, and that it is unfair to view their past actions as determinants of 

future potentialities. 

669. A study on errors of AI models predicting students at risk of not submitting their 

assignments can illustrate this. The researchers examined two categories of errors: false 

negatives, i.e., students who were anticipated to submit their assignments and did not, and false 

positives, i.e., students not expected to submit their assignments who yet did. The findings 
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underscored the importance of unforeseen events that can influence students’ behavior and 

cannot be anticipated or accounted for in predictive algorithms, such as shifts in family and 

work obligations, unforeseen health concerns, and technical issues with computers (Hlosta et 

al., 2022). 

670. The dominance of chronological anticipations also obscures the ways in which the 

habits and memories of educated individuals are governed. In other words, the logic of time 

based on chronological order conceals how artificial intelligence determines future outcomes 

based on its own non-human algorithmic “learning”. The concept of aionic time24, which 

encompasses different conceptions of time beyond the human perspective, is rarely discussed 

within education policy processes and practices (Webb; Sellar; Gulson, 2020). 

671. Finally, when we zoom out from the individual to society, we realize that fossilizing the 

past necessarily maintains the status quo. The collected data tell a very specific narrative about 

the past, inherently limited to what was possible to gather and, more specifically, quantify. This 

leads to the oversight of underlying contexts and reasons, perpetuating existing inequalities. 

8.3.2.2 Unfalsifiability and preemptive intervention 

672. Two other very related problems described by Matsumi and Solove (2023) in relation 

to predictive algorithms are the impossibility of falsifiability and the problem of preemptive 

intervention. It is not possible to assert whether a prediction will ever occur in the future, 

meaning that individuals affected by decisions based on these predictions cannot effectively 

challenge them. Even though it is possible that the accuracy of the predictions can be 

determined in the future, decisions are often made before this time. 

673. This creates another issue known as the preemptive intervention problem. Decisions 

based on the prediction interfere with the sequence of events in a particular narrative, making 

it impossible to know if the future event would have actually occurred or not. Consider an 

educational institution that implements a student retention program using algorithmic 

predictions. If a student’s probability of dropping out in the next semester exceeds a certain 

threshold, the student will be enrolled in additional support programs. A student is at high risk 

of dropping out, so the institution provides them with extra academic and counseling support 

and they complete the semester ]. In this scenario, it is impossible to know if the initial 

 
24 “Aionic conceptions of time stress the quality of duration (e.g., ‘eternal’, endless, cyclical) and differ from 
chronological conceptions of time that stress sequencing of events and binary teleologies that extend backwards 
or forwards (e.g., past and future)” (Webb; Sellar; Gulson, 2020, p. 6). 
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prediction was wrong or if the institution has just timely intervened in the situation. A narrative 

arguing that the algorithm prevents dropouts is thus challenging to refute. 

674. This presents specific challenges regarding accountability and data control, akin to those 

discussed in section 8.2.2 above. However, these challenges are exacerbated due to the element 

of time and the inability of individuals to provide counterevidence to the prediction. When it 

comes to inferences about the present, it is easier to be verified (think of a person’s political 

affiliation, for instance), but inferences about the future are always speculative (Matsumi; 

Solove, 2023). 

8.3.2.3 Performativity 

675. As discussed above, unsupervised algorithms use a bottom-up approach to identify 

relationships among data points and create clusters. This means they will try to find patterns 

among the data that were not previously thought of. The very nature of clustering algorithms 

introduces uncertainty regarding whether the generated groups accurately represent the data’s 

underlying structure or if artificial groupings have been created. Different clustering algorithms 

with distinct properties can yield different results, and selecting a clustering criterion further 

influences the outcomes, as different criteria can impact the created groups (Perrotta; 

Williamson, 2018, p. 10).   

676. This means that patterns are not just “found” by algorithms but actively constituted. The 

concept of “performativity” is relevant here, as it suggests that social practices, knowledge 

forms, objects, and analytical tools are not mere representations of reality but are involved in 

reproducing it (Perrotta; Williamson, 2018, p. 4). Selwyn (2015, p. 72) argue that using a digital 

data lens can lead to the idea that complex (and mostly unsolvable) social problems within 

schools can be seen as complex (but solvable) statistical problems. Therefore, data analysis 

starts to shape educational settings in the same way that educational settings produce data. 

677. Floridi (2011, p. 30, emphasis in the original) explains that information can be 

understood in three ways: “information as reality (e.g. as patterns of physical signals, which are 

neither true nor false), also known as environmental information; information about reality 

(semantic information, alethically qualifiable); and information for reality (instructions, like 

genetic information, algorithms, orders, or recipes)”. This means that information can deeply 

impact reality by changing the knowledge about it, constituting it, or changing it (Purtova; 

Maanen, 2023, p. 10). The extent of this impact depends on the intricate interplay of various 
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factors that underly the process of datafication and the use of algorithms, including interests, 

choices, and technical considerations. 

678. Algorithmic predictions may crystallize a student’s perceived status and result in, for 

example, low expectations, which leads to a self-fulfilling prophecy of failure. This is known 

as the Pygmalion or Rosenthal effect, which refers to a psychological phenomenon where high 

expectations leads to improved performance. When certain behaviors are anticipated from 

others—due to any specific bias, be it good or bad—human actions tend to influence the 

likelihood of those expected behaviors occurring (Perera, 2023). The labels created to 

categorize students are internalized not only by them but also by their educators. This influences 

both behaviors towards what was initially expected and not necessarily to a child’s full 

potential. 

679. Studies show, for example, that increasing the amount of a scholarship (or conversely, 

increasing the amount of debt) directly increased graduation rates. Additionally, scholarships 

can influence a student’s attitude and commitment towards college (Engler, 2021). This 

evidence suggests that using predictive algorithms, which rely on past data to award 

scholarships—a practice increasingly observed in universities—might overlook this effect and 

directly impact individuals’ likelihood of graduating. 

680. The table below illustrates two similar cases highlighting the issues with predictive 

algorithms. It demonstrates how these algorithms, used to assess students, crystallized past 

situations; made it impossible for students to counterprove the results; and, if their use were not 

discontinued, they could potentially begin shaping reality, influencing how schools teach 

students or organize themselves to better align with the algorithm’s assessment criteria. 

 

Table 4 - Ofqual’s algorithms for evaluating students’ performance 

a) England 

681. In England—with a similar situation taking place in Scotland (Scottish school pupils 

have results upgraded, 2020) —algorithms were used for evaluating students’ performance 

in secondary school. Due to the cancellation of all secondary education exams as a result of 

the COVID-19 pandemic, an alternative method had to be developed for assessing students’ 

achievements. The Office of Qualifications and Examinations Regulation (Ofqual) initially 
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requested that teachers predict their students’ grades, but it was worried that they might be 

too optimistic. Therefore, an algorithm was also implemented to standardize grades. 

682. The model was complex and encompassed various layers of assessment. According 

to Bedingfield (2020, n.p.), first, it created a historical profile of grades achieved by students 

in each subject at each school over the past three years. The algorithm then generated three 

sets of grades, comparing the distribution of grades from previous years to predict 

distributions for past and current students based on national averages for similar prior 

attainment.  

683. The algorithm calculated the difference between the predicted distribution for current 

and previous students, adjusting the actual distribution of earlier students to give a 

distribution for current students. Grades were assigned based on a ranking provided by 

teachers. Even if a student was predicted a certain grade, they could still receive a lower one 

if the pupil ranked at the same level the year prior received a lower grade. While the 

percentage of “A” grades reached a record high of 27.9%, the algorithm reduced nearly 40% 

of the A-level grades forecasted by teachers. Many students failed to meet university entry 

requirements, and neither the International Baccalaureate Organization (IBO), which offered 

the algorithm, nor Ofqual have properly explained how the final grades were awarded 

(Cyndecka, 2020). 

684. This model was problematic for various reasons, such as for penalizing excellent 

schools and students because of the national average; penalizing great students in 

underperforming schools; privileging independent, smaller and richer schools because 

cohorts that averaged smaller than five were given only their teacher’s predictions; and 

lacking accuracy and transparency in its testing (Bedingfield, 2020, n.p. Dark, 2020). Digital 

rights’ organization Foxglove threatened to take legal action against Ofqual on the bases that 

the algorithm was evaluating schools instead of students and this automated decision would 

violate art. 22 of the UK GDPR (Dark, 2020). In the end, students protested against the use 

of the algorithm and only the grades predicted by teachers were used. This does not mean 

that problems such as incorrectly estimating the performance of black students did not occur 

(Cowan; Arboine; Alemoru, 2020). 

b) Norway 
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685. The same algorithm provided by IBO was used in Norway and was investigated by 

Datatilsynet, the Norwegian DPA. The DPA has received several inquiries related to reports 

issued by Norwegian media regarding students who believed their final grades were not 

accurate. According to the DPA’s request for information letter sent to IBO in July 2020, 

some students believed that using historical prediction data from the schools would lead to 

being evaluated similarly to their peers of previous years, even when individual differences 

existed. Being this an automated decision-making process, it would be prohibited, unless 

exceptions of art. 22(2), GDPR, applied (Datatilsynet – Norwegian Data Protection 

Authority, 2020c). 

686. In the following month, the DPA issued an advance notification of order to rectify 

unfairly processed and incorrect personal data to IBO. The DPA intended to decide that a) 

IBO refrained from using “school context” and “historical data” in awarding grades to 

students, as this would violate the fairness principle in art. 5(1)(a), GDPR, and lead to the 

processing of incorrect personal data in violation of art. 5(1)(d), GDPR; and that b) IBO 

rectified grades awarded under these criteria (Datatilsynet – Norwegian Data Protection 

Authority, 2020a). This action led to some students receiving higher grades. However, the 

DPA did not have the competence to challenge them further. The IBO’s main office was in 

the UK, which was still part of the European Economic Area (EEA) at the time, meaning that 

the Norwegian DPA could not take further actions (Holmes et al., 2022). 

8.3.3 Human mis-interpretation and mis-use of data  

687. Human interpretation of data within the school environment can result in wrong and 

unfair decisions, creating new or perpetuating old inequalities. After misinterpreting the data 

and making incorrect assumptions, educators could focus on improving the wrong issues (Lai; 

Schildkamp, 2013, p. 18). If a student is performing poorly, for instance, educators may try to 

interpret the causes of their academic outcomes (Bertrand; Marsh, 2015, p. 864) (although, as 

already discussed, causation is not the approach to data taken by algorithms). Schools could, 

attribute students’ performance solely to their categorization by an algorithm (such as identity, 

services received or test scores). They can assume inherent deficiencies (e.g. the student’s 

outcome in English is not excellent because of its migration background) instead of reflecting 

on historical inequalities, their own instruction or considering how the school can better support 

these students. When educators use data ignoring their context or rely on personal assumptions 
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about students or their families, it can reinforce pre-existing biases and the unjust context that 

shapes student outcomes (Bertrand; March, 2021). It also prevents them from getting to the root 

of the problem and making the right decision to improve educational processes. 

688. There is also the challenge of placing too much trust in technologies, often leading to 

overshadowing educators’ reasoning and experience, even when evidence suggests otherwise. 

Research has shown, for example, that people tend to obey instructions from a robot in a 

simulated fire emergency, even when they are informed that the robot was malfunctioning and 

the guidance provided was evidently incorrect (Wagner; Borenstein; Howard, 2018). This 

means that educators will require training and assistance to comprehend how and when they 

must apply their own judgment (Cardona; Rodríguez; Ishmael, 2023, p. 32). 

689. This is also linked to what is currently known as the dashboard effect. After the data are 

analyzed by a specific system, the information is often presented to educators through a 

dashboard or other type of visualization technique. This effect means that individuals or 

organizations make decisions solely or mostly based on the information presented in a 

dashboard or visual display of data without considering the broader context or additional 

information. It is easy to become overly reliant on the simplified and summarized information 

provided in a dashboard, potentially overlooking important details, nuances, or underlying 

complexities. 

690. Even if people were to become aware of the context and all the information needed to 

interpret the data—which is very difficult due to algorithms’ black-box feature (Laet et al., 

2020)—dashboards, as well as the data embedded on them, rather than being impartial 

representations of reality, are shown to construct compelling narratives. These narratives have 

the tendency to portray teachers as managers, students as varying degrees of risk, and reduce 

the complexity of students’ social interactions to quantifiable data points (Jarke; Macgilchrist, 

2021, p. 3).  

691. The use of dashboards in edtech, as well as other kinds of data visualization, “makes 

data about children into a form of value that can be exchanged by them for rewards such as 

upgrades and personalized features, transforming classrooms into little digital economies and 

calculative spaces where personal data have exchange value and utility” (Lupton; Williamson, 

2017, p. 787).  

692. Dashboard views also “create a false sense of autonomous control over learning while 

nudging teachers’ interpretations and pedagogical actions through particular views. [… They 
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are] always biased reductions of learning—and not in any way neutral representations […]” 

(Kerssens; Dijck, 2022, p. 295). The increasing reliance on data-driven decision-making may 

affect educators’ pedagogical assessment and intuition, as their importance can rapidly be 

diminished compared to the digital devices that students are required to use (Hillman et al., 

2023). 

693. This effect can certainly be identified both in descriptive and predictive analytics. 

Although research on predictive systems in education is limited, the existing ones indicate that 

teachers and other users can modify their behavior based on dashboard outputs. This raises 

ethical concerns, as exemplified by a user questioning whether they should advise students 

labelled as “high risk” to pursue alternative paths instead of college (Hartong & Förschler, 2019, 

as cited in Jarke; Macgilchrist, 2021, p. 3).  

694. They can thus also play a role in undermining educator’s professional autonomy and 

expertise. Educating a child is highly nuanced and context-dependent, which requires flexible 

and adaptive approaches. Relying on predefined metrics and algorithms, especially when these 

are seen as more “objective”, can limit the ability of educators to make informed decisions that 

are also based on their knowledge, experience, and instinct (Zeide, 2020). 

695. To understand the level of automation and teacher participation within personalized 

learning technologies—which could also be used here to discuss how edtech can impact 

educators’ autonomy—Molenaar (2021) suggests six levels of automation defined by the car 

industry to the field of education (see Figure 5 below). Here, we can clearly see how industry 

standards and epistemologies (as discussed in Chapter 2) are increasingly being applied to 

education.  

696. According to the original model’s explanation (Molenaar, 2021, p. 59), 

[t]he lines under the model represent the expectation that increasingly more data 
streams will be used in the transition towards full automation. These data streams can 
support more accurate detection and diagnosis of learners and their environment. At 
the top of the model, the level of human control is visualized across the levels. The 
hands on the tablet represent the level of teacher control. Full teacher control with two 
hands on the tablet, partial control with one hand and no hands symbolizes no or 
incidental teacher control. The eyes represent the required level of teacher-
monitoring, ranging from full, partial, incidental to no monitoring. The warning 
triangle indicates the ability of the AI to notify the teacher to resume control at critical 
moments.  
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Figure 5 - Six levels of automation of personalized learning 

 

 

Source: Molenaar (2021, p. 60) 

697. These possibilities create several tensions around teacher’s control. A scenario where 

the technology is in full control with no teacher involved would rarely be desirable, but the 

middle ground is full of nuances and gives rise to different challenges. We might need to 

establish guidelines that would vary on a risk-based approach. More caution should be taken 

when handing over control of critical decisions, such as determining a student’s placement in 

their next course or managing disciplinary referrals (Cardona; Rodríguez; Ishmael, 2023, p. 31). 

698. Similarly, these decisions may also require a very granular understanding of what it 

means to have humans in the loop or in control. This could include always requiring teachers’ 

input establishing protocols for further intervention of principals, municipalities, or student 

associations where necessary, as well as granting students due process rights. However, it is 

also important to recognize that including teachers in the loop might also create more work than 

what they previously had, which mitigates the initial attempt to make their job easier (Cardona; 

Rodríguez; Ishmael, 2023). 
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699. Finally, another situation where data could be misused is by trying to “game the system” 

(Laet, 2023, p. 52). This would involve the attempt to be successful in the educational digital 

learning environment by exploiting its social-technical properties, instead of using it as a tool 

to achieve the previously defined educational goals. 

700. Schools might manipulate student data to boost their own performance metrics; 

emphasize short-term achievements, compromising the long-term learning process; tailor the 

course content or focus only on some students in order to improve score tests at all costs (Lai; 

Schildkamp, 2013); focus on hacks to master standardize tests, etc. 

8.3.4 Personalized learning 

701. In a traditional classroom, students follow the same curriculum and perform the same 

tasks. Credits are generally awarded based on “seat-time”, regardless of what is actually 

learned, and the focus is on the development of the average student, not the full potential of 

each individual. Even in this traditional scenario, however, everyday interactions within the 

classroom already include some degree of personalization, such as when teachers provide extra 

support to students who are struggling to make progress, which requires educators to have a 

deep awareness of the needs of each student (Holmes et al., 2018). 

702. Personalized learning is thus not a straightforward concept. It can encompass a wide 

range of approaches and there is no universally accepted definition, with different educators 

and experts interpreting and implementing personalized learning in different ways. It is also 

often conflated with other concepts such as individualized learning, competency-based learning 

and differentiated learning, whose meaning will often depend on the one defining it. 

703. Although complex and very much contextual, it is possible to map some common 

features of personalized learning from the existing understandings. According to Holmes et al. 

(2018, p. 16), these features would involve multiple continua related to micro and macro 

decisions taken by the network of actors within education. The more agency learners have in 

relation to designing their own learning process, the more personalized the learning process can 

be. These continua include: 

Personalisation of why something is to be learned (the learning aims); Personalisation 
of how it is to be learned (the learning approach); Personalisation of what is to be 
learned (the learning content and learning pathway); Personalisation of when it is to 
be learned (the learning pace); Personalisation of who is involved in the learning (the 
learner or learning group); Personalisation of where the learning takes place (the 
learning context).  
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704. As we have seen above, the idea of personalized learning is not a new one and started 

to be discussed well before the development of existing technologies. It is at the core of 

progressive education traditions, which emphasize tapping into students’ interests and passions, 

providing them with individualized opportunities to ask questions, explore, and take risks to 

facilitate learning. This approach is related to the work of the American educator John Dewey 

over a century ago, for instance, and is commonly found in schools that prioritize project-based 

learning (Herold, 2019, n.p.). 

705. However, personalizing learning was also very important to behaviorist approaches at 

the beginning of the twentieth century. Behaviorism is a psychological theory that emphasizes 

the study of observable behaviors, rather than internal mental processes. According to 

behaviorists, behavior is shaped by environmental factors, such as rewards and punishments, 

and can be modified through conditioning techniques. 

706. Human beings are understood as “organisms” that should be observed in order for 

psychologists’ work to be considered scientific. The loss of the human inner world’s importance 

(as it would be exempted from scientific inquiry) and the understanding that the environment 

determines human behavior have several consequences for autonomy and free will. What is 

viewed as outcomes of free will should be seen just as the accidents in the world of physics 

(Zuboff, 2019).  

707. The behaviorist approaches to learning, for example, seek to reinforce desired behaviors 

and shape them through systematic instruction and practice. Mastering academic content could 

be fostered by identifying what each child needs to learn, assessing what they already know, 

and then creating an optimal path for them to learn the rest. As detailed in Chapter 1, the 

implementation of this approach can be traced back to the 1950s when the behaviorist B. F. 

Skinner experimented with “teaching machines”, which allowed students to answer questions 

and immediately receive feedback (Herold, 2019; Watters, 2021).  

708. As can be expected, the problem with this theory is that it views personalized learning 

not only as rooted in a measuring and testing rationale but also as completely detached from 

the development and significance of students’ autonomy. It fails to encourage self-knowledge, 

thereby hindering individuals to understand their capabilities and difficulties, as well as the best 

path towards integral human development. This approach merely identifies, through observable 

behavior (which can be embedded in biased interpretation and correlations), what the students 
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know and need to know, guiding the learning path from one point to another through behavioral 

steering techniques. 

709. Understanding this history is important because technologies can reflect different 

understandings of learning and different pedagogical theories. Many argue that the way 

personalized learning is embedded in today’s edtech is mostly based on behaviorist and 

instructionist knowledge-transmission approaches, rather than on educating by projects, 

collaborative learning, guided discovery learning or productive failure approaches (Miao et al., 

2021; Watters, 2021).  

710. If the learning process is narrowly conceived as the transmission of pieces of 

information, that will eventually build into knowledge and skills, then automation would be a 

way to enhance the efficiency of this process. If the goal, however, is to enable children to 

understand concepts from within and encourage them to find answers to their own inquiries 

about the world, then their approach to learning is somehow already unique and diverse (Kohn, 

2015).  

8.3.4.1 Technologies for Personalized Learning 

711. Although personalized learning can be perceived as an interesting and pedagogically 

sound approach, it is challenging to implement in traditional, large classrooms. It requires 

training, specific resources, time, and alignment with the educator’s own approach. Ideally, it 

demands a democratic discussion on who decides what, and where a school lies within each of 

the personalized learning continua mentioned above.  

712. Technologies are historically seen as an important tool to support personalization (see, 

for example, the development of teaching machines described in Chapter 1). With advanced 

tracking capabilities, it has become easier to monitor students’ learning plans and progress with 

greater precision, while enabling a wider range of instructional opportunities (Pane, 2018, p. 

3). Other developments such as the availability of one device per student in many countries  and 

a deeper integration of technology into daily school practices have also played an important 

role (Molenaar, 2021). 

713. Intelligent Tutoring Systems (ITS)—also known as intelligent interactive learning 

environments—, for example, “provide step-by-step tutorials, practice exercises, scaffolding 

mechanisms (e.g. recommendation, feedback, suggestions and prompts) and assessments, 

individualized for each learner, through topics in well-defined structured subjects such as 
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mathematics or physics” (Holmes et al., 2022, p. 5). When the ITS is based on dialogues about 

the subject instead of an individualized sequence of material or activities, it is also called 

Dialogue-Based Tutoring System (DBTS). 

714. ITS can come in many shapes and is sometimes implemented in LMS such as Moodle, 

Open edX and platforms like Khan Academy (Miao et al., 2021). They mainly involve several 

AI models, such as a domain model (knowledge about the topic to be learned), a pedagogy 

model (knowledge about effective approaches to teaching) and a learner model (knowledge 

about the student). Some ITSs also involve a fourth model called open learner, which aims to 

provide information to teachers and learners on what has taken place within the system and the 

decisions made (Holmes; Bialik; Fadel, 2019, p. 102–107). 

715. Making use of a learner model, i.e., a hypothesized knowledge state of a student, is 

actually what really differentiates AI-driven ITS. It incorporates thousands of data points from 

the user, such as which tasks they have answered correctly and what challenges them, what is 

clicked on the screen, what is typed, how rapidly they move the mouse, as well as their 

emotional state. Through data analysis, this is integrated with the knowledge about other 

students and their interactions to predict the suitable pedagogical approach and domain 

knowledge for a specific student at any stage of their learning (Holmes; Bialik; Fadel, 2019, p. 

105). These data are also used to update the model, and the cycle starts again. 

716. As mentioned in the definition of ITS, these systems are better suited for well-defined 

domains such as mathematics and physics. One reason for this is that imprecise problems would 

generally require students to apply other more complex skills and the contexts would be more 

dynamic and uncertain. The lack of structure challenges the definition of learning paths and the 

provision of feedback (Holmes; Bialik; Fadel, 2019, p. 108–109). An alternative to ITS is 

Exploratory Learning Environments, which adopt a constructivist approach. In these systems, 

students actively build their knowledge, but the challenge of not having clear definitions of 

correct behaviors to provide the necessary guidance still remains (Holmes; Bialik; Fadel, 2019, 

p. 127). 

717. The type of technology used for implementing personalized learning will greatly depend 

on the learning objectives and what kind of governance decision will be affected. Therefore, 

we can also mention smart learning management systems, learning network orchestrators and 

digital games-based learning as other existing examples among the myriad of available 

technologies (Holmes et al., 2018, p. 37–40). 
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718. Technologies have the potential to effectively implement personalized learning, and 

their promise is worth pursuing. However, they should not be considered a silver bullet that can 

solve all problems of current education systems, especially when they are still based on poor 

pedagogical approaches. All the current challenges they present should be taken into 

consideration within the decision-making process. Below, I will highlight the main challenges 

to children’s rights to privacy and to the protection of personal data resulting from 

implementing personalized learning technologies within education. 

8.3.4.2 Lack of robust evidence of their effectiveness  

719. The efficacy of personalized learning tools has been demonstrated in some short studies, 

usually restricted to some contexts and universities (Holmes et al., 2022). In the case of ITS, 

some meta-analysis concluded that, compared to one-to-one teaching, there was a negative 

effect size of -0.19, while compared to whole-class teaching it had an average effect size of 

0.47 (Holmes; Bialik; Fadel, 2019). However, robust and independent evidence, especially 

focused on different groups and long-term effects, is still not available (Braun et al., 2020; 

Dijck; Poell; Waal, 2018; Holmes et al., 2018; Hooper; Livingstone; Pothong, 2022; Stringer; 

Lewin; Coleman, 2019).  

720. On the contrary, some technologies might even reinforce poor pedagogical practices. 

While analyzing the 124 most-downloaded edtech mobile apps, for example, Meyer et al. 

(2021) highlighted that the majority showed lower-quality design, being distractive and 

repetitive, and provided minimal learning value. The research indicated that free applications 

scored lower due to disruptive advertisement and frequent, reward-driven feedback, which 

affected children’s attention and learning.  

721. Many edtech products replicate performed educational processes that were flawed since 

the beginning, incorporating those imperfections into their design: “a child recalls facts and 

answers; an application diagnoses and displays the outcome on a digital dashboard. Learning is 

recorded on some kind of scale as some kind of learning achievement” (Hillman, 2022, p. 7). 

722. Kucirkova et al. (2023) highlight some reasons why edtech companies might refrain 

from designing their products according to evidence-based, scientifically sound research. 

Edtech companies are generally driven by Key Performance Indicators (KPIs), levels of funds 

raised, profitability, customer retention and/or product scalability. Another contributing factor 

is the gap between edtech funding and development: “[w]hile the investor and funding 
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community typically value impact metrics that are guided by scientific research principles, they 

do not have a unified approach to guide these efforts” (Kucirkova; Brod; Gaab, 2023, p. 1). 

723. Therefore, based on the state-of-art and the current commercial incentives for 

personalized learning, there is little to substantiate the wide use in well-resourced classrooms 

apart from marketing pressure and groundless hopes by policymakers and administrators 

(Holmes et al., 2022). In some regions, when there is a lack of qualified teachers, the argument 

for using these tools to support learning can be stronger. However, it should be viewed as a 

temporary measure, given that it addresses a consequence rather than the root cause (i.e. lack 

of appropriate investment in education) (Holmes et al., 2022).  

724. Edtech could have a more positive impact on education if certain conditions were in 

place, such as the development in tandem with researchers and pedagogues, focusing on 

learning principles (Kucirkova; Brod; Gaab, 2023, p. 1–2). In any scenario, the costs of 

implementing these technologies for other human rights should not be disregarded, especially 

the ones related to the rights to privacy and data protection.  

8.3.4.3 Limits to personalization 

725. Although it may seem counterintuitive, personalized learning technologies often do not 

empower students to make meaningful choices about their education. While it is supposed to 

let students take responsibility for their own learning, they usually lack awareness of how their 

choices are organized within the technology design and have limited influence on other 

students’ activities and the overall learning environment (Dishon, 2017, p. 282). Their choices 

are limited to when and how they will master a predetermined set of skills and personalization 

is restricted to the pathways to prescribed content (Miao et al., 2021, p. 15). The learning 

outcomes are always the same and have been mandated by individuals who are often unaware 

of the student’s specificities (Kohn, 2015). Finally, it presupposes an educational dynamic 

where children are constantly under surveillance and can do little to revert this situation 

(Couldry; Mejias, 2019, p. 176). 

726. The students’ learning path is not only constrained by the technology architecture but 

also by the interpretation of the data collected about them. In this context, the profiler does not 

necessarily adjust the learning paths to the student’s unique characteristics. Instead, after 

providing some initial data, students are conformed to the profiler’s standardized patterns. 

Personalization practices can then “homogenize” populations within sub-groups, and every 

student will be like others in fundamental aspects (Kohl, 2021). This is closely linked to the 
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debate on the individualization aspect of datafication and how the limits between individual 

and group data are blurred (see Section 8.3.1). 

727. In the end, the mainstream available technology for personalized learning focuses on 

efficiently getting students to move quickly towards a learning outcome. “Real personalization, 

however, involves every student learning and achieving what they individually want to achieve, 

to what is called self-actualization. No current AIED system comes anywhere near helping 

students to achieve that” (Holmes, 2023, p. 62). 

728. Another challenge is the way personalization is interpreted. As currently implemented, 

these technologies heavily emphasize the individual level of effort, which undermines the 

importance of both individual and social components of education. They tend to reduce the 

human contact among students and teachers and social interaction is often perceived as a 

secondary aspect (Miao et al., 2021).  

729. In a student-centered and project-based education, for example, children learn with each 

other by working together and developing their individual and collective autonomy. This means 

that while understanding concepts is undoubtedly a personal process, it is not limited to 

individual effort, and also requires working in a group (Kohn, 2015). This is essential for 

realizing a broader understanding of education, which includes community building and the 

development of social skills (Holmes, 2023, p. 62), as well as the cultivation of democratic 

citizens who are capable of shaping their learning environments and the larger society (Dishon, 

2017, p. 282). 

730. This is also related to the discussion on what level of standardization schools need to 

provide. One the one hand, personalization has the potential to address the complexity of 

learning and the specificities of each individual. On the other hand, some form of 

standardization might also be desirable to identify and narrow education gaps, as well as focus 

on collective achievements (Kucirkova, 2021). 

8.3.4.4 Content filtering 

731. Since personalization algorithms are based on inferences of users’ needs and interests, 

another possible result of this process may be filtering out some contents. In the words of 

Vaidhyanathan (2011, p. 182), “[l]earning is by definition an encounter with what you don’t 

know, what you haven’t thought of, what you couldn’t conceive, and what you never 

understood or entertained as possible. It’s an encounter with the other—even with otherness as 
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such”. Personalized learning can thus often be considered “the educational equivalent of filter 

bubbles” (Dijck; Poell; Waal, 2018, p. 125).  

732. This is what Kucirkova (2022) calls the like-like logic of recommendation algorithms 

embedded in social media platforms, whereby similar content is suggested according to the 

user’s engagement. This works well when people are looking for a group that shares their niche 

interest, for example, but not necessarily for fostering new ideas and expanding viewpoints 

(Kucirkova, 2022, p. 225). “The mission of education should be precisely the opposite—

ensuring that children have access to many different areas of knowledge, and that they can 

experiment with all these areas in open-ended and non-discriminatory ways” (Barassi, 2020, p. 

80). The difficulty of encountering the unknown affects not only the individual as such and the 

possibility of learning new things but also society more broadly, as accepting and understanding 

different people and viewpoints are essential for democracy.  

733. While personalized learning is often hailed as a way to enhance learning by tailoring 

the educational experience to the individual needs of each student, determining which 

information holds relevance or which content should be reinforced remains highly subjective 

and dependent not only on the pedagogical methods but also on the designers’ interests. 

Paradoxically, this has the potential to diminish student autonomy rather than enhance it. 

Finally, this logic also helps perpetuating power imbalances and inequities, further 

marginalizing underprivileged students (Holmes, 2023).  

8.3.5 Student monitoring technologies 

734. With the increasing adoption of digital technologies in schools, especially after the 

COVID-19 pandemic, it has become easier to monitor what kids do online and offline. This 

could be used, for example, to identify access to inappropriate content and online bullying, 

supervise students during an exam, ensure the safety of schools or monitor mental health, 

behavior or familiar issues. In this sense, a wide array of surveillance technologies have been 

increasingly deployed in schools, such as surveillance and facial recognition cameras, access 

control technologies, social media and student communication monitoring technologies, web 

filtering, weapon and metal detection etc. 

735. Some enthusiasts argue that timely interventions could be implemented, for example, 

when students allow the sharing of conversations with advisors and professors. Special support 

can be provided to students dealing with dire situations, such as food insecurity. Personalized 
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emails could also be composed to help students with financial problems (Schaefer, [s. d.], n.p.). 

The edtech industry often markets these technologies based on two main narratives: that school 

and students’ safety are at risk, which demands immediate attention, and that their products 

represent the optimal choice to solve the issue (American Civil Liberties Union (ACLU), 2023). 

736. The emotional impact of fear on educators and the lack of resources and expertise to 

make decisions on the use of technologies can override statistics and science. There is still a 

lack of independent evidence about the efficacy of surveillance technologies in schools, and, in 

the case of surveillance cameras, there is already evidence showing that they actually do not 

prevent violence (American Civil Liberties Union (ACLU), 2023). The risks they pose to 

children’s rights, however, are tangible, and the subsequent sessions will attempt to discuss 

some of them. 

8.3.5.1 Behavior Monitoring 

737. When it comes to behavior monitoring, a technology called Gaggle, widely used in the 

USA, could serve as an interesting example. Gaggle is a platform that uses a combination of AI 

technologies, such as ML, and human oversight to detect warning signs of potential crises 

among students, such as violence or self-harm, bullying, use of drugs, fighting, threats, or the 

presence of weapons on campus before they can escalate into tragedy.  

738. Also on their list of worrisome words are LGBTIQA+-related ones such as “gay,” 

“lesbian,” and “queer.” It can analyze every student’s move, such as browsing history, social 

media notification, school email address, documents, interactions in the LMS, etc. (Haskins, 

2019). By identifying these warning signs early on, Gaggle claims to help school administrators 

and teachers take preventative action and ensure the safety and well-being of their students 

(Who watches AI watching students?  [Audio podcast episode], 2022). 

739. A concrete example of its application was provided in the podcast “In machines we 

trust” (Who watches AI watching students?  [Audio podcast episode], 2022). On a Friday 

evening, outside of school hours, a middle school student took out his Google Chromebook and 

began creating a document. The document contained the statement: “I’m tired of faking my 

feelings. I’ve got no one who loves me. Not even my family. My only choice left is suicide.” 

Gaggle informed the school’s principal of the situation, who then and contacted the student’s 

home, while the assistant principal contacted the police. The student was later found walking 

towards a location where two other children had previously committed suicide by jumping in 

front of a train. All of this happened in just fifteen minutes. 
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740. Monitoring technologies like Gaggle typically work by analyzing and identifying 

students’ online activities and content on school-provided devices, school networks, and 

especially on the adopted LMS. When monitoring software scans web traffic or specific 

applications, it can either scan the content and retain only the flagged material or keep all the 

material for future reference.  

741. The algorithms can be based on natural language processing of keywords or phrases or 

use other types of AI. The service can also involve additional review layers, typically conducted 

by humans, as exemplified by Gaggle. In terms of response, it can vary depending on the system 

and what the school requires, ranging from content blocking and warnings to notifying parents, 

emergency services, and law enforcement agencies (Collins et al., 2021, p. 4–6).  

742. While these systems may seem promising in terms of identifying potential crises and 

ensuring student good behavior safety, “circumstances—in which there is a clear, imminent 

danger of a student about to harm themselves—are fortunately rare, and scanning for self-harm 

using monitoring systems often seeks to identify situations that are much more ambiguous” 

(Collins et al., 2021, p. 4). These anecdotes must also be compared to the amount of erroneously 

flagged situations. 

743. This prompts a discussion on how to accurately assess the success rate of such 

technologies. Since they are based on external behaviors, determining their preventive efficacy 

and long-term effects poses significant challenges.  

For example, in one description of an incident involving interception of a student 
suicide plan, Gaggle asserted that “[t]he student now realizes the importance of being 
cautious [with] how you express yourself in an email.” One wonders, however, how 
much this student has been prevented from thoughts of self-harm as opposed to being 
deterred from ever again expressing her feelings about it in writing. If a student has 
other avenues to express her pain, she may get the help she needs; if, however, this 
particular means of communication was her only one, she may turn her negative 
feelings inward, internalizing the lesson that reaching out may yield only a police 
visit. What is more, the stigma and fear that a police visit may cause students is not 
discussed (Fedders, 2019, p. 1703). 

744. Even in the USA, a country that leads the raking of school shootings25, the chances of a 

student in primary or secondary education being shot and killed is 1 in 614 million, which is 

more than twice as unlikely as winning the top prize at the American lotteries Powerball or 

Mega Millions (American Civil Liberties Union (ACLU), 2023, p. 13). These statistics, 

together with the scant evidence that surveillance technologies are efficient to prevent violence 

 
25 According to Grabow and Rose (2018), the USA has had 57 times as many school shootings as the other major 
industrialized nations combined between 2009 and 2018. 
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and other undesired behaviors would already be enough to think twice before deploying them, 

especially when public resources are used. 

745. However, on top of this, this kind of monitoring raises significant concerns regarding 

ethics, privacy and data protection issues, as well as the delicate nature of children’s mental 

health. Although the intention behind such systems is usually noble, there are doubts about 

whether this approach is truly the most appropriate or effective in addressing the underlying 

issues students face.  

746. For example, with filtering and blocking technologies, students can experience 

difficulties in completing assignments due to the lack of access to certain contents. Schools can 

also deploy subjective restrictions not always aligned with the promotion of human rights, such 

as filtering content related to LGBTQIA+ community, as stated before. Finally, there is always 

the risk of students circumventing the technology (Laird; Dwyer; Grant-Chapman, 2023). 

747. One of the fundamental aspects of supporting children is establishing an environment 

of trust, where they not only feel comfortable confiding in adults about their struggles but are 

also able to seek for help elsewhere (American Civil Liberties Union (ACLU), 2023). By 

relying on surveillance mechanisms, there is a risk of creating a climate of suspicion and 

invasion of privacy, which could discourage children from seeking help or expressing their 

emotions openly. This constant monitoring can create a chilling effect whereby children avoid 

or limit their self-exploration. In the case of education, for instance,  

[t]his can lead to students who do not feel that they can ask questions when they are 
questioning the behavior of adults in their life or of abusive partners or peers, who do 
not feel like they can explore resources if they are questioning their own gender or 
sexuality, or who are afraid to do research to understand the nuances of complex issues 
in their own lives. This self-repression can be damaging to students’ mental health 
and well-being (Center for Democracy & Technology (CDT), 2022, p. 2). 

748. It is also important to mention that “escalating a student’s mental health treatment by 

hospitalising them or calling the police can be risky [… and] could worsen a student’s 

symptoms” (Fasulo, 2019, as cited in Haskins, 2019, n.p.). The involvement of law enforcement 

authorities often obstructs students from accessing medical treatment and needlessly entangles 

them in the criminal justice system. This reinforces existing inequalities and perpetuates the 

school-to-prison pipeline. Groups who are already marginalized, such as students of color, 

students with disabilities, LGBTQIA+ and non-binary students, undocumented students or low-

income students are the ones most likely to be flagged by monitoring systems and 

disproportionately referred to law enforcement or being harmed in another way (American Civil 

Liberties Union (ACLU), 2023, p. 25 et seq.; Collins et al., 2021, p. 20).   
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749. To create a sustainable and holistic impact on students’ well-being and foster good 

behavior, it is essential to invest in resources that address the broader societal and 

environmental factors affecting children’s safety and mental health. Surveillance technologies 

predominantly attempt to address the aftermath rather than tackling the underlying factors that 

contribute to issues students face.  

Table 5 – Gaggle and its impacts on privacy and mental health 

750. During the pandemic, a 13-year-old transgender person from Minneapolis, USA, 

experienced exacerbated gender dysphoria and emotional distress. This culminated in a 

suicide attempt, leading to hospitalization and subsequent outpatient psychiatric care. The 

student eventually improved and decided to reflect on this episode and how music therapy 

helped him cope in a school assignment. The document was flagged by the monitoring system 

Gaggle, especially because of the word suicide, and triggered school intervention. His mother 

was called to learn about the situation without considering the context of the student’s mental 

state and the meaning of the assignment (Keierleber, 2021). 

8.3.5.2 e-Proctoring  

751. Apart from technologies used to monitor children’s well-being and unwanted behavior 

online, other technologies to support teachers have been heavily introduced within the school 

environment, especially with the COVID-19 pandemic. It includes, for example, software to 

detect plagiarism and services that monitor students during online test-taking (e-proctoring). 

Proctorio, for example, is a well-known software that provides services such as identity 

verification, automated and live proctoring, plagiarism detection, and content protection. It uses 

gaze-detection, face-detection and computer-monitoring software to flag students for 
any “abnormal” head movement, mouse movement, eye wandering, computer 
window resizing, tab opening, scrolling, clicking, typing, and copies and pastes. A 
student can be flagged for finishing the test too quickly, or too slowly, clicking too 
much, or not enough. If the camera sees someone else in the background, a student 
can be flagged for having “multiple faces detected.” If someone else takes the test on 
the same network — say, in a dorm building — it’s potential “exam collusion.” 
(Harwell, 2020, n.p.). 

752. This information is then used to assess a student’s conduct throughout the exam and 

detect any behavioral patterns that could be interpreted as cheating. For instance, the level of 

suspicion in relation to a student increases if their gaze deviates from the screen for an extended 

period. The algorithm, occasionally in collaboration with a human proctor, determines which 



206 

 

 

individuals are deemed suspicious and identifies who is considered to be engaging in cheating 

behavior (Watters, 2020). 

753. According to some students, the system sometimes mistakes harmless actions like 

reading questions out loud or looking away as a response to thinking as signs of cheating. The 

possibility of failing can be an extra factor of anxiety, especially when it relates to movements 

the student cannot control. Professors have the power to decide which student behavior is 

monitored and choose to ignore the system’s findings, but there is no guarantee. In a context 

where teachers have no direct access to the student’s behavior, it is common to assume that the 

technology is objective and has greater monitoring capabilities, meaning that everything it 

detects aligns with reality. Therefore, in order to defend their honesty, students might have to 

prove that the technology got it wrong (Harwell, 2020).  

754. Apart from the cognitive bias, the technology was also accused of not taking into 

account some student’s living conditions—such as the fact that some live in dormitories or 

houses with many people—and of racial bias as it would not recognize black faces more than 

half of the time (Mitchell, 2021). 

755. Proctoring and other student monitoring technologies have in common the fact that the 

environment being created in schools is focused on control and mistrust, frequently using a 

narrative of care. The very place that should foster the exploration of knowledge about the 

world and oneself and cultivate ethical, responsible citizens prepared for the swift changes in 

society is, in fact, doing the complete opposite. 

8.3.6 Learning Analytics and further use of data 

756. The typology developed in Chapter 1 includes not only edtech used for providing 

education directly but also technologies used to learn about learning. The data and analytical 

techniques used for this purpose are generally the same as for providing education, but the focus 

is on understanding “how learners learn, learning progression, or which learning designs are 

effective […]” (Holmes et al., 2022, p. 19). This is also called learning analytics. 

757. As discussed above, personalized learning and other ways of implementing data-driven 

technologies for providing education collect an immense amount of students’ data. A single 

session of interaction between a child and an edtech could generate around 5 to 10 million 

actionable data points per student, with education being considered the most “data-minable 

industry” (Data mining of school kids, 2012). 
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758. However, this digital footprint does not only help students learn better and personalize 

their experience. Apart from processing the collected data, AI tools will produce new data that 

could be fed again into the AI model (Laet, 2023, p. 50), especially data on how students learn 

and behave. By analyzing student behavior and engagement patterns, developers can train their 

AI models to make predictions about future trends that are considered more accurate. This 

information enables businesses to make informed decisions, such as forecasting demand for 

educational products and services, thereby informing strategic planning and resource allocation. 

759. The constant data cycle presupposes this step in order to improve the algorithm and then 

personalize experiences based on group data. However, this also means that students’ data could 

be used for other purposes not necessarily related to their learning process. Education data can 

provide insights into the knowledge, skills and competences of individuals and groups, as well 

as serve as proxies for various other situations. They can inform decisions across a wide range 

of areas and are valuable for different stakeholders, such as companies, data brokers, social 

scientists, political parties and the government (Chakroun et al., 2022). 

760. For instance, employers can use these data to make hiring decisions. A candidate’s 

background and performance in school are often proxies for the candidate’s suitability for the 

role and potential success. Applicant Tracking Systems (ATS) is one of the technologies used 

in a “talent acquisition” process, which has evolved to include “AI-based recruitment tools, 

skills assessments, candidate relationship management, onboarding, and even internal talent 

marketplaces” (Gallagher et al., 2023, p. 7).  

761. There is a growing interest in skills-based hiring in the market, meaning that prospective 

job candidates are assessed based on their skills rather than traditional degrees (Gallagher et al., 

2023, p. 16). These skills are usually captured and communicated through digital credentials, 

which “promise to make education more relevant by documenting learning in a way that 

empowers people to plan, track, and share their accomplishments in a secure and verifiable 

way” (Understanding Digital Credentials Building Value from an Ecosystem of Open 

Standards, [s. d.], n.p.).  

762. Comprehensive Learner Records (CLR), for example, are digital portfolios that promise 

to provide a more holistic and accurate representation of a student’s skills, knowledge and 

abilities. They not only focus on credits and grades but provide detailed information of student’s 

learning experiences (Understanding Digital Credentials Building Value from an Ecosystem of 
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Open Standards, [s. d.], n.p.). CLR can include any kind of data related to a student’s education 

or skills. 

763. Commercial uses of education data are also of interest of edtech and other third-party 

companies. The profile built through data gathered by persistent identifiers that track children 

across multiple devices could be used for advertising or other commercial purpose. In a research 

carried out by Human Rights Watch that analyzed 73 edtech apps, 56% were found to collect 

children’s advertising IDs26, and none of them allowed children to opt out of the tracking 

activities (Human Rights Watch, 2022, p. 24–26). This clearly shows the surveillance element 

of these technologies in children’s lives. 

764. Fourteen of the analyzed applications also had access to information like the Wi-Fi 

Media Access Control (MAC) address or the International Mobile Equipment Identity (IMEI), 

“two persistent identifiers that are so strong that a child or their parent cannot avoid or protect 

against their surveillance even if they take the extraordinary step of wiping their phones or 

performing a factory reset” (Human Rights Watch, 2022, p. 27). Lastly, of the 163 apps 

examined by Human Rights Watch, 80% were found with embedded tracking technologies built 

by Google, which gives the company access to children’s data from many different sources 

(Human Rights Watch, 2022, p. 86). 

765. The identifiers referred to above are just an example of the broader surveillance that 

children are put through because of commercial activities. Others include tracking where 

children are, who they know, how they deal with content online and what they do in the 

classroom often in an unnecessary and disproportional way. Many continue to track children 

outside the classroom, especially when the same device is used for other personal activities. 

Human Rights Watch also identified that “most EdTech companies did not disclose their 

surveillance of children and their data; similarly, most governments did not provide notice of 

these practices and their risks to students or teachers when announcing their endorsements of 

EdTech platforms” (Human Rights Watch, 2022, p. 41). 

766. Even when children’s data are not used for advertising purposes, other commercial 

interests can still be identified that would justify surveillance. First, children represent a 

 
26 “An advertising ID is a persistent identifier that exists for a single use: to enable advertisers to track a person, 
over time and across different apps installed on their device, for advertising purposes. For those using an 
Android device, this is called the Android Advertising ID (AAID). An AAID is neither necessary nor relevant 
for an app to function; Google’s developer guidelines stipulate that app developers must ‘only use an 
Advertising ID for user profiling or ads use cases’” (Android for Developers, as cited in Human Rights Watch, 
2022, p. 24). 
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significant market segment with their own distinct needs. By trying to understand their behavior 

and preferences through data analysis, companies can tailor their products and services to better 

adapt them to this specific demographic. 

767. Moreover, collecting children’s data, or even being present in their lives early on, can 

contribute to building a loyal customer base for the future. By establishing a relationship with 

children at an early age and getting them used to their products, companies can potentially retain 

them as customers for many years, especially when the business model depends on scaling. 

This is particularly advantageous for companies offering products or services designed for 

children, such as toys or educational materials, and is especially the case when they are offered 

free of charge. Early experience with a brand or product could increase the likelihood of 

continued usage as children grow older and become more independent consumers. This is 

especially true when the brand creates a feeling of nostalgia in the user, which increases brand 

loyalty (Mondragon Ruiz, 2021). 

768. Children also play a crucial role in influencing family purchasing decisions (Chaudhary, 

2016). While parents often make the final choice, children strongly influence those decisions. 

They may request specific items, such as toys, clothing, or food, prompting parents to fulfil 

their wishes. 

769. Education data can also be instrumental in enhancing products and services. Companies 

in the edtech sector can use data on student performance and behavior to develop new features 

that improve learning outcomes and engagement. Children’s interactions with edtech are thus 

providing not only technical knowledge about how a product works but also business 

intelligence about how a product is used. These data can be used to improve edtech products 

and other offerings within the companies’ portfolio, including job, health, and dating apps. 

Therefore, the remaining question is whether student data should be used for these purposes 

and whether the latter are being prioritized over children’s educational goals and well-being. 

770. Beyond the issues concerning how companies are using data, we should also reflect on 

the consequences of this transfer of knowledge from the public to the private sector. Indeed, 

this can directly impact children’s future opportunities, determining the universities they will 

attend, the jobs they will secure, and the services they are entitled to. However, the amount of 

information that private actors have access to can also directly shape our economies and society, 

leading to an asymmetry of information and consequential power imbalance that can undermine 

democracy and the rule of law.  
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771. Due to the proprietary aspect of algorithms and the information they create (even if it is 

created with children’s own data), states have less information about public education than the 

private actors themselves, which directly impacts public policies. Ultimately, it can lead to and 

reinforce the lack of digital sovereignty, reducing the autonomy of states to determine their 

digital destinies, the policies and legislation they will enact, and the technology they will have 

access to, which is at the heart of data colonialism practices.  

Interim conclusion 

772. This chapter aimed to provide an overview of the main challenges that edtech poses for 

children’s rights, especially with regard to their rights to privacy and the protection of personal 

data. The first part of the chapter focused on horizontal risks presented by AI, given that these 

systems are present in the majority of today’s edtech. 

773. I started by examining the process of datafication itself and the issues stemming from 

reducing and abstracting reality into quantifiable variables. I discussed the operations of AI 

systems, noting the significant volume of data required for training and functioning, as well as 

the repurposing of data, which already poses challenges to the principles of purpose limitation 

and data minimization, as well as other basic data protection rules such as the need for a legal 

basis. 

774. I have emphasized the concerns surrounding data generation within AI systems and how 

the inferences drawn can be tainted with bias and significantly affect individuals’ control over 

their data. This calls for a greater focus on AI systems’ outputs and the development of more 

tools for controlling personal data, such as the right to reasonable inferences.  

775. The challenges related to decision-making based on the inferences made by AI systems 

have also been discussed, including those related to profiling, predictions and human 

interpretation of data. We have seen that algorithmic predictions have the potential not only to 

cement past circumstances, thereby impeding social mobility, but also to influence future 

outcomes, as patterns are not simply recognized but actively shaped by these predictions. 

776. Building on the typology developed in Chapter 1, I also focused on some issues related 

to specific technologies, namely personalized learning, student monitoring technologies and 

learning analytics. After discussing its definition and historical context, I highlighted that 

although promising, personalized learning through technologies may still not be fit for purpose, 
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considering its risks. There is a lack of robust evidence demonstrating its positive impact on 

learning outcomes or other educational goals. Moreover, I emphasized how these technologies 

often overly focus on individual efforts at the expense of social components of education. I 

have also shown that the aspects that can indeed be personalized are limited, and these 

technologies can be, on the contrary, constraining student’s learning paths and choices by 

predefined parameters, limiting their autonomy and potential for being whomever they want to 

be.  

777. Although student monitoring technologies are often created with noble and legitimate 

aims in mind, such as dealing with student’s mental health and preventing cheating, they 

frequently raise concerns related to surveillance. Surveillance mechanisms can create a climate 

of suspicion and invasion of privacy, hindering students from seeking help or expressing their 

emotions openly. It also creates a chilling effect that will affect children’s development and 

learning (as have been discussed in Chapter 4). The focus on control and mistrust, under the 

guise of care, can paradoxically undermine the development of ethical, responsible citizens and 

perpetuate biases and inequalities, disproportionately impacting marginalized groups. This is 

even more serious when there is still scant evidence of these technologies’ efficiency to tackle 

violence and other kinds of behavior within schools. 

778. Lastly, I have also focused on the use of technologies for learning about education. I 

discussed how learning analytics analyze data from student interactions and AI models to 

generate new data that can inform the learning process, particularly regarding how students 

learn and behave. This enables companies to refine their AI models for more accurate 

predictions about future trends.  

779. However, these data are often also used for purposes beyond the scope of education. 

There is a growing trend of using data for skills-based hiring and comprehensive learner records 

to provide a more holistic representation of student’s skills and learning experiences. Students’ 

data are also used for other commercial purposes, such as targeted advertising, creating a loyal 

customer base from an early age and developing other products. This raises concerns about 

limiting children’s future opportunities, power imbalances, data protection and the erosion of 

digital sovereignty. 

  



212 

 

 

Chapter 9. Google Workspace for Education 

780. This chapter aims to present what Google Workspace for Education is, its main features, 

and how it fits into the broader context of Google’s business model. As described in the 

introduction, there are several reasons why Google Workspace for Education was chosen as a 

case study for this thesis. In summary, Google was a pioneer in DDBM on the scale that we 

currently know, which have been replicated across the digital environment, including by other 

edtech platforms; Google Workspace for Education is widely adopted worldwide; and Google 

is deeply involved in a broader network of data sharing, owing to its market power. Therefore, 

studying Google’s dynamics can provide a framework to understand other commercial edtech 

platforms in the current digital economy and their impacts on children’s rights to privacy and 

data protection.  

781. With the COVID-19 pandemic and the further expansion of Google’s deployment, a 

significant number of decisions made by competent authorities in Europe regarding its 

operations and the impact on personal data protection has surged. This is yet another reason to 

understand in greater detail the effects of this technology and gain insights from what has been 

found by the authorities. 

9.1 What is Google Workspace for Education 

782. On August 28, 2006, Google announced its web-based office suite named Google Apps 

for Your Domain combining various productivity tools (Statz, 2006). Although these tools were 

already accessible to individual customers, the package was primarily tailored to organizations 

aiming to provide them to their employees (Flynn, 2006). At the moment of its introduction, 

the suite encompassed GMail, instant messaging, Google Calendar, and a web page creation 

tool (Google, 2006b).  

783. In October of the same year, Google announced Google Apps for Education, an 

initiative that would tailor the use of Google Apps for Your Domain for education institutions. 

This included new features such as the partnership with Blackboard—that would integrate 

Google enterprise search technology for schools and the Blackboard Learning System with 

Google Scholar—as well as the launch of an Application Programming Interface (API) that 

would simplify the process for organizations to integrate with Google Apps for Education 

(Google, 2006a). Later in 2006, Google purchased YouTube (Sorkin; Peters, 2006).  
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784. Over time, additional tools were introduced, including Google Spreadsheets, and 

Google Docs in 2007 (Google, 2007), as well as Google Presentations and Google Sites in 2008 

(Google, 2008). In 2010, Google launched the Google Apps Marketplace that enabled Google 

Apps administrators to purchase integrated third-party cloud applications (McMullan, 2010). 

Google Drive was then introduced in 2012 (Johnston, 2012). 

785. The beta version of Google Classroom was only launched in 2014 and was available for 

some selected schools (Magid, 2014). In 2015, a mobile version of Classroom was launched, 

together with the Google Classroom API, and a share button for websites (Perez, 2015). Google 

Apps for Education was renamed Google Suite for Education in September 2016 and later in 

2020 as Google Workspace for Education (Google, 2020; Perez; Lardinois, 2016). 

786. While it was not initially created to be an LMS (Lazare, 2021a), it constantly increased 

its features over time and teachers started to use it as a “hub” for educational content. Because 

of the pandemic, Google Classroom has increased from 40 million to 150 million users (Lazare, 

2021b), making it one of the most used edtech worldwide. According to LearnPlatform, which 

publishes a regular Edtech Top 40 list of the most used edtech products in primary and 

secondary education in in the USA, Google products took 8 of the top 10 spots in 2022 (Palmer, 

2022). 

787. Anyone with a Google account can use Google Classroom, but to use Google 

Workspace for Education as a suite of applications, a school account is necessary. After being 

approved for Google Workspace for Education, schools can add users to their domains, set up 

the available apps, and use advanced features, such as mail migration. 

788. Schools can choose from different editions of the application suite. With the Google 

Workspace for Education Fundamentals, they can access the core services, such as Classroom, 

Docs, Sheets, Slides, Forms, etc. The Google Workspace for Education Standard has the same 

features as the Fundamentals but also includes premium security and information technology 

features. The teaching and learning upgrade provides premium teaching and learning features 

to be added such as third-party add-ons, Microsoft Word support, call transcripts, YouTube 

Live Streams, among others. Finally, the Education Plus includes all features in the Standard 

version and the Teaching and Learning Upgrade. The Fundamentals edition is available at no 
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cost to schools, while the premium features demand annual subscriptions (Google, 2023b, 

2023a). The main core27 and additional28 services are depicted in the figure below: 

789.  

Figure 6 - Google Workspace for Education’s core and additional services 

 

Source: Google (2023f) 

790. Apart from the application suite, Google also provides Google Chromebooks for 

Education, a simple and affordable laptop based on web applications using Google Chrome 

browser (Google, 2023e; Magid, 2014; Upson, 2011), as well as smart whiteboards to use the 

Jamboard application (Google, 2023i).  

791. Educators using Google Workspace for Education can participate in Google Educator 

Groups (GEGs), which bring together “teachers from the same region, in person or online, in a 

forum where they can share, collaborate and support each other to effectively leverage 

technology with students” (Google, 2023h, n.p.). Each group is organized by a volunteer GEG 

leader who despite not being formally linked to Google, acts as marketer for Google products 

(Sujon, 2019).  

 
27 The list of core services include: Client-Side Encryption, Cloud Identity Services, Duet AI for Google 
Workspace, Enterprise Data Regions, Gmail, Google Calendar, Google Chat, Google Cloud Search, Google 
Contacts, Google Docs, Google Sheets, Google Slides, Google Forms, Google Drive, Google Groups for 
Business, Google Jamboard, Google Keep, Google Meet, Google SIP Link, Google Sites, Google Tasks, Google 
Vault, Google Voice, Google Workspace Assured Controls, Google Workspace Migrate, Meet Global Dialing, 
Workspace Additional Storage, and Workspace Add-Ons (GOOGLE, 2023g). 
28 The list of additional services include: Applied Digital Skills, Assignments, Blogger, Brand Accounts, 
Campaign Manager 360, Chrome Canvas, Chrome Cursive, Chrome Remote Desktop, Chrome Web Store, 
Classroom, CS First, Early Access Apps, Experimetnal Apps, FeedBurner, Google Ad Manager, Google Ads, 
Google AdSense, Google Alerts, Google Analytics, Google Arts & Culture, Google Bookmarks, Google Books, 
Google Business Profile, Google Chrome Sync, Google Cloud, Google Colab, Google Developer, Google 
Domains, Google Earth, Google Fi, Google Groups, Google Maps, Google Messages, Google My Maps, Google 
News, Google Pay, Google Photos, Google Play, Google Play Console, Google Public Data Explorer, Google 
Read Along, Google Search Console, Google Takeout, Google Translate, Google Trips, Location history, 
Looker Studio, Managed Google Play, Material Gallery, Merchant Center, Partner Dash, Pinpoint, Play Books 
Partner Center, Programmable Search Engine, QuestionHub, Scholar Profiles, Search Ads 360, Search and 
Assistant, Socratic, Studio, Third-party App Backups, Tour Creator, and YouTube (GOOGLE, 2023g). 
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792. Google also offers training and certification programs to educators. Online training 

courses are available at no cost for teachers so they can learn the fundamentals of the tools. 

Educators can then become certified teachers by participating in two levels of exams designed 

to assess educators’ abilities to use Google Workspace for Education (Google, 2023f). After 

getting certified as a Google Teacher, it is possible to become a certified trainer in order to train 

fellow teachers on Google tools (Google, 2023c, 2023l), as well as a certified innovator, which 

encourages teachers to lead so-called “transformative projects” proposed by Google. 

9.2 The main features of Google Workspace for Education 

793. As explained above, Google Workspace for Education is a suite of applications tailored 

for teaching and learning, which attempts to resemble the processes that occur face-to-face 

within schools. The central hub for activities within schools is the Google Classroom where 

other applications can be embedded or linked. Within Google Classroom educators can create 

and manage classes, assignments, and grades; give direct and real-time feedback; post 

announcements; engage with students in discussion fora; star video meetings; among others. 

794. Google Workspace for Education and, more specifically, Google Classroom is 

increasingly adopting AI within its tools. “One notable application is the introduction of 

“Practice Sets”, which leverages AI to transform teaching content into interactive assignments 

for personalized learning. Educators can input their own questions or select them in a database, 

with AI suggesting specific skills that would be emphasized in that activity. Teachers then select 

the most appropriate skills involved in that activity (such as solving equations or writing thesis 

statements) and students receive hints if they face any challenge in solving it. This can also be 

implemented in YouTube videos.  

795. Students get real-time feedback “[a]nd when they get an answer correct, practice sets 

will celebrate their success with fun animations and confetti” (Kiecza, 2022). The application 

also includes an autograding tool, as well highlights on the students’ performance, enabling 

educators to identify areas where students may need further support. Personalized learning is 

also implemented by the add-on read-along, which provides real-time feedback to children 

learning how to read (Sinha, 2023). 

796. Classroom analytics provide educators with insights into assignment completion rates, 

grade trends, and Classroom adoption, with the possibility to delve into the individual student 

level to better provide support (Sinha, 2024). Additionally, generative AI is increasingly being 
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integrated into Google Workspace for Education. For example, Duet AI is designed to assist 

teachers across the suite’s applications, aiding them in drafting lesson plans in Google Docs, 

generating images in Google Slides, or building spreadsheets in Google Sheets. 

797. Although occurring through digital ICT, the educational processes enabled by Google 

Classroom still mostly reproduce a hierarchical classroom structure, as well as a behaviorist 

approach to learning (Gleason; Heath, 2021, p. 33). Within the pedagogical domain, the 

mechanisms and structures of formal schooling are said to be abstracted to fit a predefined 

template for participation. According to Perrotta et al. (2021, p. 107) this is done by the notion 

of a “doubly articulated pedagogy”, which encompasses three main components:  

a) the role of Google, the platform proprietor, in establishing the strategic outlook and 
the ‘rules of the game’; b) the various forms of integration enabled by a proprietary 
API, which simultaneously brackets and extends pedagogy; and c) the multiple 
divisions of labor which are enabled by the platform dynamics, and upon which the 
platform as a whole depends. 

798. Even with Google stating that teachers should have a more significant role than 

technology (Langreo, 2023), these components mean that important decisions taken in relation 

to how the platform is designed and works are delegated to developers and often exclude 

educators (Perrotta et al., 2021, p. 108). One illustrative example is provided by Jonathan 

Rochelle, the former director and product manager of Google, who was involved in the 

development of Google Classroom and other applications within the current Google Workspace 

for Education Suite. Referring to his children in a speech at an industry conference, Rochelle 

said: “I cannot answer for them what they are going to do with the quadratic equation. I don’t 

know why they are learning it […] and I don’t know why they can’t ask Google for the answer 

if the answer is right there” (Singer, 2017). 

799. More than the content of the statement itself, what matters is what can be implied. The 

practice of memorizing facts is long criticized by more progressive pedagogies. However, more 

deeply, it suggests that Google has effectively become the arbiter of relevant knowledge and 

the ways to access it (Krutka; Smits; Willhelm, 2021, p. 427). It becomes able to determine 

whether something is useful and worth teaching or not, implying that any information 

obtainable through a Google search is deemed irrelevant to learning. Rather than prioritizing 

the process of critical thinking and the methods required to arrive at the correct answer, only 

the result is considered significant (Bäcke, 2022, p. 60), reinforcing the learnification of 

education paradigm. This concern might escalate with the increasing use of generative AI in 

education. 
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800. Moreover, especially with the dominance of its search engine, Google is influencing 

human memory, acting as an index and as a filter (Vaidhyanathan, 2011, p. 174–179). It changes 

what we humans choose to forget or remember, which can be a challenge when it comes to how 

people are educated and what kind of personal data are available not only for Google but also 

for third parties. 

801. Google’s role within education is only possible because of Google’s broader role within 

the current society. Google’s mission is defined as “to organize the world’s information and 

make it universally accessible and useful” (Google, 2023j). Hillis, Petit, and Jarrett (2013, p. 6) 

argue that this power has given Google a consecrated status, both in the sense of being 

sanctioned by law, custom, or usage, and of something set apart by being hallowed, sacred, or 

divine. This “sacred” power and all the benefits that the technology provides mesmerizes 

educators, as well as public administrators.  

9.3 The role of Google Workspace for Education within Google’s business model 

802. Efforts to quantify human behavior and use data to improve businesses have existed for 

centuries. Data have been used to inform internal decision-making processes and understand 

customers’ preferences. Examples of early DDBM include selling customer profiles by data 

brokers, targeting with personalized direct mail campaigns, and customer loyalty programs.  

803. Systematizing, understanding, and finding patterns in data was very labor intensive. 

However, advancements in the technological landscape (such as the advancement of computer 

processing capabilities, the spread of smartphones and connected devices, the rise of cloud 

computing technologies, and the improvement of AI systems) have made it more cost-effective 

to collect, store and process vast amounts of data, including personal data. Although the 

infringement of the rights to privacy and data protection was already an issue in the early 

adoption of DDBM, the so-called “data revolution” has taken it to another order of magnitude. 

804. In this sense, Zuboff (2019) explains how Google had a key role in fostering the current 

DDBM, and compares their importance to how the Ford Motor Company and General Motors 

fostered mass-production-based managerial capitalism. Since the beginning, Google search 

queries produced a great amount of metadata (such as the number  and pattern of search terms, 

how a query is phrased, spelling, punctuation, dwell times, click patterns, and location). 

Initially, these data were ignored by the company, but the work of Amit Patel led to the 

realization that “the continuous flows of collateral behavioral data could turn the search engine 
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into a recursive learning system that constantly improved search results and spurred product 

innovations such as spell check, translation, and voice recognition” (Zuboff, 2019, n.p.). 

805. Through what the author calls the behavioral value reinvestment cycle, behavioral data 

were being used only to improve the user’s experience in the form of improved services 

(Zuboff, 2019). At this stage, Google’s vision of a search engine still repealed the use of 

advertisement for its funding, which was elaborated on a foundation paper written by its 

founders: 

[W]e expect that advertising funded search engines will be inherently biased towards 
the advertisers and away from the needs of the consumers. Since it is very difficult 
even for experts to evaluate search engines, search engine bias is particularly insidious 
[…] This type of bias is very difficult to detect but could still have a significant effect 
on the market. Furthermore, advertising income often provides an incentive to provide 
poor quality search results. […] [W]e believe the issue of advertising causes enough 
mixed incentives that it is crucial to have a competitive search engine that is 
transparent and in the academic realm (Brin; Page, 1998, p. 18–19). 

806. Nevertheless, with the implosion of the “dot-com bubble” and the need to find a 

business model to sustain Google’s activities, these “collateral” data started to be used to 

improve the profitability of advertisement, what Zuboff (2019) calls the discovery of behavioral 

surplus. Advertisements have always been based on the idea of delivering “a particular message 

to a particular person at just the moment when it might have a high probability of actually 

influencing his or her behavior” (Zuboff, 2019, n.p.). Before the use of the behavioral surplus, 

advertisements on the internet were based mainly on the use of keywords or content, not on the 

specificities of a particular user. What Google presented as a solution was the increase of the 

“relevance” of advertisement based on deducing user’s needs and wishes through their 

behavioral data. These data could be directly given by the user, observed, or inferred (Hof, 

2017; Zuboff, 2019). 

807. What is important for this thesis is that  

Google’s invention revealed new capabilities to infer and deduce the thoughts, 
feelings, intentions, and interests of individuals and groups with an automated 
architecture that operates as a one-way mirror irrespective of a person’s awareness, 
knowledge, and consent, thus enabling privileged secret access to behavioral data. A 
one-way mirror embodies the specific social relations of surveillance based on 
asymmetries of knowledge and power. (Zuboff, 2019, n.p.). 

808. The internet, which in the mid-1990s was primarily perceived by companies as a 

marketplace for the sale of goods and services, evolved into the perfect place for harvesting 

user data, strengthening the development of tracking technologies, and leading the commercial 

web down a path of surveillance and dire power asymmetries (West, 2019). 
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809. Google is a pioneer when it comes to processing data for further use, especially for 

marketing, and it has influenced the creation of the current widespread business model in the 

digital environment. In order to scale and gather more data, so predictions were more 

“accurate”, there was a need not only to attract more users but to be ever more present in users’ 

lives through different means. Therefore, Google started to expand to other areas beyond search 

such as providing services for schools. 

810. One of the characteristics that makes the use of Google Workspace for Education 

attractive is that it provides the majority of its services free of charge and some for an affordable 

fee. An interesting finding from the Privacy Company’s DPIA within the Dutch case, which 

will be described below in Chapter 10, was that apart from the possibility to store specific 

consent data within the EU (which indeed is very important to comply with data transfer rules 

and foster digital sovereignty) and the provision of additional security management options, 

there were no other significant distinctions in data protection between the free and paid editions 

of Google Workspace for Education (Nas, Sjoera; Terra, 2021, p. 5). 

811. In the beginning, Google would allow advertisements to be displayed within the suite, 

which were also based on students’ and educators’ email content. The scanning and indexing 

would happen even when advertisement options were turned off. However, after a lawsuit in 

2014 that questioned whether Google’s practices were in compliance with the Family 

Educational Rights and Privacy Act (FERPA - USA) (Herold, 2014), Google decided to 

permanently remove “the ‘enable/disable’ toggle for ads in the Apps for Education 

Administrator console”, as well as “all ads scanning in Gmail Apps for Education” (Bout, 2014, 

n.p.). 

812. The lack of advertisement within the suite and the non-use of collected data for 

advertising purposes on other platforms, however, do not pose a threat to Google’s business 

model and the potential revenue derived from Google Workspace for Education. Although there 

may be little or no direct monetary exchange between end users and digital platforms, the 

former still have to give up on something to sustain the market. 

813. O’Reilly et al. (2023) call this platform model Algorithmic Attention Rents. According 

to the authors, rents are related to control over a scarce factor of production, which allows its 

holder to profit above what would be normally achievable in a competitive market. Rather than 

the result of productive improvements to grow the economy, rents represent a reallocation of 

economic value from one party to another due to market power. In the case of digital platforms, 
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the scarce factor would be the attention of their users and this kind of rent would be linked to 

the ability to distort organic results. The allocation of attention within platforms will then drive 

value allocation. In the authors’ understanding, data would be the means to more effective 

attention allocation and not necessarily an end in itself (O’Reilly; Strauss; Mazzucato, 2023, p. 

4–5). 

814. However, “[t]he current increase in rents is a major contributor to increased inequality, 

less vibrant entrepreneurial ecosystems, and lower levels of productivity growth and investment 

in modern economies” (O’Reilly; Strauss; Mazzucato, 2023, p. 3). What is mistakenly 

understood as “for free” or relatively cheap may be explored in the expense of individual and 

collective externalities that should also be factored in (Trzaskowski, 2022, p. 234), such as 

issues related to competition, data protection, procurement, and children’s best interest more 

broadly. 

815. One of the main arguments currently used by Google to promote its products is the 

absence of advertisements within Google Workspace for Education Core services, as well as 

the assurance that user data is not collected for advertising purposes. Consequently, delving 

deeper into this discussion is essential to grasp Google’s economic motivations behind offering 

this suite.  

816. After analyzing the institutional logic behind the involvement of the main transnational 

technology corporations in education, Patil (2023) concluded that financial gain was their main 

drive. This could take the form, for example, of brand recognition, market development, or 

workforce development and all these aspects can be recognized in the Google Workspace for 

Education case. 

817. First, Google’s marketing strategy heavily relies on brand loyalty and recognition. The 

focus then is not necessarily on immediate transactions but on profitable growth in the long 

term. The so-called customer lifetime value (CLV) is often used as a metric to measure, as the 

company puts it, “the total value a business receives from a single customer over their entire 

relationship, is an ideal way to acquire, develop, and retain the most valuable customers for 

business growth” (Fader; Hoyne, 2021, n.p.). This includes, for example, providing their 

services for free to attract new audiences, creating early exposure to the products to create 

familiarity, encouraging life-long learning, building community experiences, etc.  

818. It also encompasses expanding their business to increasingly more areas. In the case of 

Google, the focus of their products go from search to education, shopping, patents, finance, 
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communication, productivity, maps, healthcare, and operational systems. Veliz (2022) contends 

that these are not necessarily products designed for people, but rather new ways to collect more 

and different data from them.  

819. Second, Google Workspace for Education encompasses two different kinds of services, 

as explained above. Core services are the main services offered to schools and include, Google 

Classroom, Calendar, Docs, Sheets, and Gmail (Google, 2023k, 2023g). Additional Services, 

like YouTube, Google Maps, and Blogger, “are designed for consumer users and can optionally 

be used with Google Workspace for Education accounts if allowed for educational purposes by 

a school’s domain administrator” (Google, 2023g, n.p.). This differentiation is crucial, as it 

determines how students’ and educators’ data will be processed by Google. 

820. While within the core services no advertisements are shown and no personal data are 

processed for this purpose, additional services may display them. Personal data could also “be 

used to provide, maintain, protect and improve additional services, and to develop new ones” 

(Google, 2023g, n.p.). In this sense, if the educator uses one of the additional services within 

the classroom, personal data could be processed under less strict policies and advertisements 

can be shown to students.  

821. It is unclear how students’ data flow from one kind of service to another while being 

used throughout school activities, particularly when they are embedded within each other. As 

we will see in the case of the Netherlands, the agreement made between the schools and Google 

stipulated that when embedded in Google Classroom, YouTube videos would adhere to the 

same rules as the core services. However, it is not possible to ascertain whether this is also the 

case for other jurisdictions. 

822. Google also encourages parents and guardians to create a second account for the child, 

which can be linked to the school account through the Family Link, as this would empower 

them to set parental controls across accounts (Hooper; Livingstone; Pothong, 2022). However, 

what remains unclear is that this action might inadvertently prevent the child from benefiting 

from the protective measures instituted by the school within the school account. 

823. Therefore, the problems persist in the majority of products and the core services can be 

serving as a bait to acquire more users and as a pathway for children to move from privacy-

friendly environments to data-harvesting ones (Hooper; Livingstone; Pothong, 2022, p. 55). A 

user experience study conducted by Hooper et al. (2022) discovered that the seamless user 

interface blurs the distinctions between core and additional services. This results in users easily 
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transitioning between them without being aware of the differences in terms of data protection 

and the associated consequences. 

824. A third aspect that should be considered is that to support Google’s commercial 

interests, data do not need to be processed only for targeted advertising. Google can use the 

data to refine and enhance their products and services. This involves analyzing user data to gain 

insights into consumer behavior, preferences, and trends. By understanding how users interact 

with their applications, Google can improve design, develop new features, and tailor their 

services to better meet the needs and desires of their (future) customers. Additionally, data can 

also be used for improving and training Google’s AI tools. In this sense, children’s data become 

valuable to understanding preferences within a specific generation, family dynamics, future 

trends, etc. 

825. A fourth important aspect is that Google can access children’s data indirectly, through 

data shared by other edtech, due to its dominance over the digital realm. In a study of 163 edtech 

products, Human Rights Watch discovered that 80% of them were found with at least one 

embedded Google software development kit (SDK). The NGO discovered that edtech 

companies would in some instances share children’s data with Google’s advertising division 

(Human Rights Watch, 2022). Its “vertically integrated chain of platforms and algorithms” 

(Couldry; Dijck, 2015, p. 4) facilitates this process, as Google currently dominates the 

advertising technology (adtech) market both in terms of selling advertising space on its own 

websites and apps and being an intermediary between advertisers and publishers that can supply 

advertising space. This is what led the European Commission to send a Statement of Objections 

to Google over abusive practices in June 2023 (European Commission, 2023a). 

826. A fifth aspect to be considered is the integration of Google Workspace for Education 

with other applications through the Google Classroom API. Integration and interoperability are 

also fundamental for expanding Google’s business model, maintaining its relevance, and 

increasing its adoption and customer retention. With the API, Google can attract developers 

and software providers, outsourcing the task of expanding the platform’s functionalities to 

“‘enrich’ the classroom experience, as long as they remain aligned with the overarching data 

ontology” (Perrotta et al., 2021, p. 103). 

827. The amount of data that it has access to also increases. The use of the API “allows 

Google to monitor and regulate how data are being exchanged, and how functionalities and 

their associated practices are integrated in the Classroom experience” (Perrotta et al., 2021, p. 
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103). This gives Google a powerful role of gatekeeper for the edtech industry, setting the rules 

for third-party providers to integrate with Google Classroom and share data between them 

(Williamson, 2021).  

828. Finally, the provision of Google Classroom as a free and accessible edtech strategically 

aligns with Google’s narrative of social responsibility. This builds a positive brand image and 

positions the company as an entity that cares for positive societal impact (Magalhães; Couldry, 

2021).  

Interim conclusion 

829. To discuss the challenges posed by Google Workspace for Education regarding 

children’s data in the following chapters, this chapter aimed to describe what it is and how it 

operates, as well as its relationship to Google’s broader business model. It emphasizes the 

importance of understanding Google’s dynamics as a framework for the wider landscape of 

commercial edtech platforms and their implications for children’s rights to privacy and data 

protection.  

830. Key milestones in the development of Google Workspace for Education, particularly 

within Google Classroom, have been highlighted. We have observed that the design of Google 

Classroom and the broader pedagogical possibilities within Google Workspace for Education 

are still tied to a traditional and hierarchical vision of the classroom, reinforcing a behaviorist 

and quantitative approach to education that benefits from the phenomena of datafication and 

the learnification of education.  

831. More importantly, this vision is aligned with the specific needs of Google’s business 

model. Even though the application suite is free, Google still has very specific commercial 

reasons for keeping children within its ecosystem, including brand loyalty and recognition; 

blurred boundaries between its services with varying levels of data protection; indirect access 

to children’s data via other platforms; and the use of data for other commercial purposes, even 

if not for targeted advertising. 

832. Overall, Google serves as an important case study precisely because it is typical and 

representative of the mainstream business model in the digital economy. It shows how big tech 

companies are increasingly influential in significant decisions in education, including what 

children should learn, how they should learn it, and with what tools. The growing integration 
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of AI in the educational environment reinforces this notion, and if not adopted critically and for 

specific purposes within a broader pedagogical strategy, it could render teachers increasingly 

irrelevant. This educational perspective and the technologies used to implement it directly 

impact the quantity and quality of data processed by edtech platforms. 

833. This reinforces the notion that edtech should be regarded as a tool within broader 

educational objectives. These objectives should prioritize and acknowledge the significance of 

social interactions and the role of teachers; aim to equip children with critical skills for 

navigating an increasingly digital world; and safeguard them from commercial influences that 

could compromise their well-being and infringe upon their human rights.  
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Chapter 10. The use of Google Workspace for Education in the European Union and in 
Brazil 

834. Google Workspace for Education is widely used worldwide, but it impacts different 

communities in different ways. This chapter will focus on analyzing the impacts Google 

Workspace for Education has had on children’s privacy and data protection in two different 

jurisdictions: the European Union and Brazil.  

835. With regard to the EU, given the technology’s extensive adoption and the controversies 

outlined in Chapter 9, it is not unexpected that complaints have been brought to the attention of 

competent authorities. The multiple analyses of the technology by public authorities in Europe 

provide important insights for this thesis. The publication of DPIAs in certain cases and the 

authorities’ auditing capabilities allowed an in-depth analysis of the features of Google 

Workspace for Education. This level of scrutiny would be unattainable solely through the 

information publicly disclosed by the company.  

836. This chapter will thus focus on discussing the decisions taken by authorities within the 

EU MS related to Google Workspace for Education. The methodology used to identify the 

decisions was twofold. First, I conducted searches for decisions regarding Google Workspace 

for Education within the databases of DPAs in Europe that are part of the EDPB. This 

encompassed not only the DPAs in each of the EU MS (and, in the case of Germany, in each 

of its Länder), but also those in the three countries that are part of the EEA: Iceland, 

Liechtenstein, and Norway. This search was supplemented by cross-referencing with the GDPR 

Hub and GDPR Enforcement Tracker websites. Second, the literature reviewed for this thesis 

also unveiled significant decisions regarding the use of the technology in certain countries and 

regions that were not covered in the initial search, such as the decisions taken by other 

authorities in France and Belgium. Ultimately, decisions relevant to the scope of this thesis 

were located in Belgium, Denmark, Finland, France, Germany, the Netherlands, Norway, 

Spain, and Sweden. Each of the subsections below will describe the violations of the rights to 

privacy and to the protection of personal data encountered by each authority and the 

implemented solutions. 

837. When it comes to Brazil, however, there are still no decisions concerning Google 

Workspace for Education made by the ANPD. Due to the absence of this initial filter to map 

potential challenges to children’s rights to privacy and data protection in the country, a different 

methodology was employed. In the Brazilian context, the standard documents used by Google 
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for the implementation of the application suite were scrutinized. This examination was 

supplemented by similar assessments performed by other researchers on prior versions of the 

relevant ToS and Privacy Policies, along with a broader analysis of the platform’s deployment 

in Brazil and its procurement by Brazilian public authorities. 

838. The subsequent sections will thus delineate the decisions made by authorities in each 

EU MS, as well as the challenges identified in the Brazilian case. A comprehensive analysis of 

the convergence or divergence in these decisions, as well as the interrelation of the realities of 

the two jurisdictions and the gaps still identified according to the normative framework, will be 

conducted in Chapter 11. 

10.1 Belgium 

839. The Vlaamse Toezichtcommissie voor de verwerking van persoonsgegevens (VTC - 

Flemish Supervisory Commission) was established on 25 May 2018 with the Belgian GDPR 

decree. It replaces the Flemish Supervisory Commission for Electronic Administrative Data 

Traffic that was instituted by the e-gov decree and has been operational since 2010, being 

responsible for supervising the application of the GDPR by the Flemish administrative 

authorities (VTC, [s. d.]).  

840. Due to the existence of other DPAs in the country, the role of the VTC was recently 

brought up in a parliamentary question (La Chambre des Représentants, 2023). It discussed a 

possible cooperation agreement between the Belgian DPA and the VTC due to different 

interpretations given to the GDPR, which could create legal uncertainty. The government 

responded by indicating that discussions are still ongoing regarding the powers of the VTC and 

its relationship with the Belgian DPA. However, it highlights that the Belgian DPA is the sole 

supervisory authority under the GDPR within the country. Although the GDPR does not 

exclude the existence of more than one supervisory authority in the same MS, the VTC would 

only be able to act as one if it fulfils the conditions set out in Chapter 4 of the regulation (see 

also decision 26/2023 of 16 February 2023, of the Belgium Constitutional Court 

(Grondwettelijk Hof, 2023)). The VTC is, therefore, only focused on the public authorities of 

the Flemish region and is in charge of providing them with advice on the matter of data 

protection.  

841. In June 2021, the VTC published guidance on the procurement of software services and 

suppliers by public authorities in the Flemish region. It took note of the Flemish Government’s 



227 

 

 

ambition to provide all pupils in the fifth and sixth years of primary education and the entire 

secondary education with an individual ICT device. However, it expressed concern about 

potential unintended side effects (VTC, 2021). 

842. The authority highlighted that certain suppliers were unable to provide sufficient 

guarantees regarding the protection of children’s data. This was particularly relevant for 

suppliers whose business model relied on the trading or commercial exploitation of personal 

data. Even if suppliers excluded the direct provision of advertising, there remained a risk that 

data could be used for other commercial purposes  (VTC, 2021). 

843. The VTC recommended that the government refrain from hastily purchasing such 

devices. It advised incorporating data protection criteria into the specifications of the public 

purchase, emphasizing adequate information security and limiting the use of data to the 

provision and organization of education. Furthermore, the VTC suggested selecting alternatives 

that offer the widest range of options for adjusting effective privacy settings effectively, 

ensuring that these settings are appropriately and thoroughly privacy-oriented. Finally, it urged 

the government to prepare the educational institutions that had already made investments in this 

regard for a transition aligned with these points of attention (VTC, 2021). 

844. In June 2023, the VTC published a position on the use of Google Workspace for 

Education by primary and secondary schools in the Flemish region (VTC, 2023a). Referring to 

the previous guidelines mentioned above, it provided more details on this specific technology. 

The DPA highlighted the unequal relationship between Google and the individual schools and 

found it positive that the Department of Education and Training and the educational umbrella 

organizations have taken the initiative to enter into discussion with Google to negotiate better 

conditions for Flemish primary and secondary education, as happened in the Netherlands 

(which will be described in section 10.6). These Flemish authorities have then requested the 

VTC’s opinion on the matter before agreeing to the proposal made by Google.  

845. The VTC intended to first discuss Google Workspace for Education’s privacy settings 

and, in a later consultation, the security vis-a-vis the supplier itself and third parties. Due to a 

Non-Disclosure Agreement, the authority had little knowledge about the actual terms of the 

agreement and had to seek information from Google itself, whose answer was considered not 

transparent enough (VTC, 2023a). Below are some highlights related to Google’s answers and 

the respective comments issued by VTC (VTC, 2023a): 
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i. The VTC found it concerning that ambiguities still existed regarding the roles 

and responsibilities of Google and schools within the GDPR. It should be 

evident when Google has any influence over the means and purposes of the data 

processing activities, potentially leading to its classification as a controller. The 

fact that this could change without schools' knowledge was also troubling, given 

Google's ability to unilaterally alter its ToS and Privacy policies. The VTC 

considered it unrealistic for schools to be regarded as controllers in certain data 

processing activities, taking into account the widely varying and sometimes 

limited expertise they have. 

ii. When schools are considered controllers, they are required to conduct DPIAs in 

accordance with art. 35 of the GDPR, concerning their intended use of Google 

Workspace for Education. The VTC also observed this requirement to be 

challenging and impractical, given that the majority of schools lack the 

necessary resources and expertise, as well as visibility into the risks dependent 

on Google's actions. Furthermore, conducting a DPIA does not guarantee that 

the essential technical and organizational measures, including the 

implementation of suitable privacy settings, have been effectively addressed. 

iii. Google stated that it would address the concerns of Flemish schools if they were 

similar to those of the Dutch public sector. The VTC noted that this assumption 

relies on schools being aware of the concerns of the Dutch public sector and that 

Google should bear the responsibility for developing appropriate solutions. 

846. The authority highlighted that the solutions in the Netherlands are not guaranteed to be 

sufficient in the Flemish case (VTC, 2023a). It was of the opinion that the developments in the 

Netherlands case must be followed up and that similar concessions and guarantees must be 

obtained for Flemish education. Based on this, it advised that: 

i. Flemish schools using a limited number of Google applications should 

discontinue them unless adequate protective measures are taken, if at all 

possible. 

ii. For schools that have their ICT structurally embedded in Google, its use must 

cease by September 1, 2024, unless adequate protective measures are 

implemented, which should be at least equivalent to the safeguards negotiated 
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in the Netherlands. The VTC expects an exit plan to be drawn up in the 

meantime. 

iii. All schools using Google should be guided to achieve minimal data protection 

impact. 

iv. Switching to Google or new applications is not permissible until conclusive 

guarantees are provided that ensure effective management and protection of data 

in compliance with the data protection framework. 

v. Alternatives can be provided by the education umbrellas with support from the 

ministry. 

10.2 Denmark 

847. The Helsingør municipality in Denmark distributed Google Chromebooks installed with 

G-suite for education (now Google Workspace for Education) for its schools. While accessing 

YouTube with their school’s accounts, students’ full names, school, and class were displayed 

in their posts, unless aliases were used by the school, which prompted a complaint to the Danish 

DPA in December 2019. On 29 January 2020, Helsingør Municipality reported a personal data 

breach to the Danish DPA (Datatilsynet - Danish Data Protection Authority, 2021, 2022c). The 

Authority has also received other complaints related to this and other Municipalities, 

highlighting the absence of parental consent for the creation of the Google account and the 

parents’ inability to correct or anonymize the information displayed while using it.  

848. The Municipality argued that another legal basis was used rather than consent, i.e., the 

performance of a task carried out in the public interest or in the exercise of official authority 

vested in the controller. It also stated that it was not aware of the changes made in 2019 to 

Google’s ToS, when several add-ons, including YouTube, were made available through the 

school account. In the Municipality’s opinion, the information shared with YouTube was 

ordinary and Google had already access to it through G-Suite, which would not demand a DPIA 

(Datatilsynet - Danish Data Protection Authority, 2021). 

849. The Danish DPA’s September 2021 decision clarified that the Municipality could use 

art. 6(1)(e), GDPR, to justify the provision of Chromebooks and core Google Workspace for 

Education applications, as well as the processing activities related to the creation of the 

individual user. However, data disclosed to other controllers to be used for their own purposes, 
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such as the collection of metadata for marketing and profiling, would not be covered by the 

Municipality’s exercise of authority (Datatilsynet - Danish Data Protection Authority, 2021). 

850. The authority emphasized that the core services could have been configured in a way 

that: a) the processing activities do not exceed what is permissible under the Danish Primary 

and Lower Secondary Education Act; b) students’ information would have been reduced to 

aliases; c) only the authorized profiles would be able to access data; d) data was not processed 

outside the EU/EEA (Datatilsynet - Danish Data Protection Authority, 2021). 

851. Based on the above, the authority found that the Helsingør municipality has violated:  

a) Art. 4(12), GDPR, because in several cases students’ full name were used, where an 

alias could have been applied instead; 

b) Art. 5(1)(a), due to the lack of lawfulness of the processing activity;  

b) Art. 5(1)(c), 5(1)(f) and 5(2), GDPR, because of the lack of documentation of the 

considerations of risks to data subjects’ rights and the assessment of the processing 

carried out. Furthermore, it failed to demonstrate which system configuration was used 

and whether safety measures were ensured at that time of the data processing; 

c) Art. 32(1), by not having taken appropriate organizational and technical measures to 

ensure a level of security appropriate to the risks posed by the processing of data, 

especially within the context of additional services such as YouTube; 

d) Art. 33(1), GDPR, by not having notified the DPA within 72 hours after the 

municipality had become aware of the personal data breach; 

e) Art. 35(1), GDPR, because the use of new complex technology, especially in the field 

of education where children’s data are processed, would entail a high risk to their rights 

and freedoms. This is particular pertinent when part of Google’s business model is 

rooted in data collection and sale, as well as targeting advertisement. 

852. The municipality was then ordered to bring the processing under compliance 

(Datatilsynet - Danish Data Protection Authority, 2021). 

853. After assessing the new efforts and documentation provided by the municipality, the 

DPA found, in July 2022, that the processing of students’ data did not meet the requirements of 

the GDPR and should be banned. Although Helsingør Municipality was considered to have 

done a significant and proficient job of mapping out how personal data is used in primary 

schools, the DPA highlighted how easy it is that data protection issues arise with the approaches 
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used by major tech companies (Datatilsynet - Danish Data Protection Authority, 2022c). The 

authority referred to its overarching work on the use of Chromebooks and Google Workspace 

for Education in Danish municipalities, indicating that this decision will probably likely extend 

to other municipalities using similar data processing structures. 

854. In this second decision, the DPA found that the provided risk assessment generally 

addressed the most important scenarios and threats (Datatilsynet - Danish Data Protection 

Authority, 2022c). However, it failed to outline the risk scenarios stemming from the data 

processor design and the decisions made regarding the system. More specifically, this applies 

to the actual handling of personal data by the devices and applications, as well as to how 

Helsingør Municipality controls Google’s access to personal data. This includes Google 

Chromebook’s operating system and the interaction of Google Workspace with Google’s 

backend concerning the necessary separation of personal data as mandated by the data 

processing agreement. This means that the Municipality has not demonstrated that personal data 

are processed lawfully, fairly and in a transparent manner in relation to the data subject. 

855. In relation to the use of information for other purposes, the DPA emphasized that the 

Danish Primary and Lower Secondary Education Act establishes a list of lawful data processing 

activities, meaning that data must not be further processed. The Helsingør Municipality was 

only using Google Workspace for Education’s core services and these do not process data for 

marketing purposes. However, the Municipality stated that a possible breach of the contractual 

obligations could not be ruled out, which would go against art. 28(1), GDPR, according to the 

DPA. The DPA was of the view that the data controller could only contract data processors who 

could guarantee their compliance with the data protection rules. Therefore, the mere expectation 

that it could breach the data processing agreement means that this data processor could not be 

selected by the controller (Datatilsynet - Danish Data Protection Authority, 2022c).  

856. Although the Municipality framed this risk only as hypothetical, the DPA found that if 

it materialized, there would be a significant infringement upon the rights of the data subjects. 

No effective technical or organizational measures were documented to reduce this risk, and any 

risk involving high consequences for the rights and freedoms of data subjects, even when they 

are unlikely to be realized, should trigger the obligation to carry out a DPIA. The Municipality, 

therefore, also acted in breach of art. 35(1), GDPR (Datatilsynet - Danish Data Protection 

Authority, 2022c). 
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857. Regarding data transfer to third countries, the Municipality argued that, in general, data 

processed within Chromebooks and Google Workspace for Education would remain within EU 

data centers. However, there was still a risk that the support access was provided in third 

countries, which would demand a data transfer. The contract between the Municipality and 

Google included standard clauses pursuant to art. 46(2)(c), GDPR, as a basis for the transfer. 

However, the Danish DPA found that the transfer in question is covered by conditions in the 

USA that prevent the standard clauses from being a sufficient means of ensuring a level of 

protection that essentially corresponds to the level within the EU/EEA. Helsingør Municipality 

would be, thus, obliged to ensure that additional measures are put in place to bring the level of 

protection up to the required level.  

858. According to the Helsingør Municipality, personal data was encrypted both in transit 

and at rest when the data were transmitted to and processed by Google, but Google would still 

be able to access the information in plain text, which does not guarantee sufficient protection. 

The DPA found, therefore, that the transfer does not occur in accordance with art. 44, GDPR, 

and that should be suspended until the Municipality demonstrates that provisions of Chapter V, 

GDPR, have been observed (Datatilsynet - Danish Data Protection Authority, 2022c). 

859. After reviewing the material sent by the Municipality in early August 2022, the Danish 

DPA issued a new decision upholding the ban (Datatilsynet - Danish Data Protection Authority, 

2022b). This time, the DPA prohibited Helsingør Municipality from processing personal data 

using Google Chromebooks and Workspace for Education. 

860. A day after this decision, a meeting was held between the DPA, Helsingør Municipality, 

Local Government Denmark—the association and interest organization of the 98 Danish 

municipalities—and the Danish Agency for IT and Learning (Datatilsynet - Danish Data 

Protection Authority, 2022e). The meeting aimed to establish a shared understanding among 

the involved parties on how schools could legally use Chromebooks and Google Workspace 

for Education. In the meeting, Helsingør Municipality recognized the considerable risk 

associated with the data processing, and, as a result, all parties committed to quickly collaborate 

to bring the municipality’s adoption of the technologies into compliance. 

861. In September 2022, the Danish DPA lifted the ban but issued an order for compliance 

(Datatilsynet - Danish Data Protection Authority, 2022a). A similar injunction has been issued 

to Aarhus Municipality. This meant that students could resume using Google Workspace, but 

their permanent use would be subject to the handling of several issues related to contracts, 
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technology, and documentation by the Municipality. The DPA received additional material 

from the municipalities in November 2022 (Datatilsynet - Danish Data Protection Authority, 

2022d), and, in December 2022, the association of the local governments—on behalf of the 

approx. 50 municipalities that use Google Workspace for Education—informed the DPA that 

they would submit further material in the case. Against this background, the DPA extended the 

documentation deadline to January 23, 2023, without issuing a new decision yet (Datatilsynet 

- Danish Data Protection Authority, 2022f). 

10.3 Finland 

862. In April 2018, the Tietosuojavaltuutettu (Finish Data Protection Ombudsman) initiated 

an investigation related to the use of Google Suite for Education (now Google Workspace for 

Education) in a school within a municipality of Finland. More specifically, the DPA assessed 

(i) whether art. 6(1)(c) of the GDPR could be applied as a legal basis for processing personal 

data and (ii) whether the controller has appropriately ensured that international data transfers 

took place in accordance with data protection framework (Tietosuojavaltuutettu, 2021). 

863. In its statement, the controller specified that it processes students’ data to comply with 

a statutory obligation, more specifically to provide basic education in accordance with the 

Finish Basic Education Act. The DPA was of the opinion that the law does not provide the 

specificities of the processing activities, and fulfilling this obligation as such would not require 

the use of digital technologies. The means of data processing are not defined by the law, and it 

leaves significant discretion to the controller in the processing of personal data 

(Tietosuojavaltuutettu, 2021). 

864. According to the authority, when the legal basis for processing personal data is 

compliance with a legal obligation, the law imposing it must fulfil all relevant conditions for 

the obligation to be valid and binding. It must also meet the requirements of data protection 

legislation, including necessity, proportionality, and purpose limitation and the controller must 

not have a choice as to whether or not it can comply with it. Therefore, voluntary unilateral 

commitments and public-private partnerships that process data beyond what is required by law 

would not fall within the scope of this legal basis (Tietosuojavaltuutettu, 2021).  

865. In this specific case, the DPA draws attention to the fact that digital technologies would 

process more data than traditional teaching activities. The DPA considers that, due to the 

various options available for providing education online, it would not be justified to 
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automatically consider the processing activities within this specific platform as necessary and 

proportionate. Instead, the controller should justify the processing of students’ data on a case-

by-case basis, according to its statutory obligation to provide basic education 

(Tietosuojavaltuutettu, 2021). 

866. When assessing other possible legal bases for processing students’ data by the 

municipality, the DPA considered that consent cannot be freely given if the data subject does 

not have a genuine free choice and cannot refuse or withdraw consent without detriment. This 

does not imply that it should be outrightly disregarded in instances where there is a power 

imbalance between the controller and the data subject. However, the controller would need to 

demonstrate the voluntary nature of consent and ensure that data subjects who refuse to provide 

their consent are offered a genuine, equal alternative (Tietosuojavaltuutettu, 2021). 

867. Apart from the analysis regarding the legal basis, the authority highlighted that by 

accepting the standard ToS offered by Google, the controller has affected its ability to properly 

control and supervise the processing of personal data. The DPIA carried out by the controller 

itself recognizes the risks arising from the general terms and conditions. According to the 

municipality, since the terms and conditions are general and partly difficult to interpret, there 

is a risk that the processing activities are not defined in a sufficiently transparent and clear 

manner. The ombudsman also notes that the technology is not only used within the school but 

also in students’ homes and own devices, which would require the data processing activity to 

be voluntary in these cases (Tietosuojavaltuutettu, 2021). 

868. According to the DPA, due to its obligations related to data protection by design and by 

default, the controller must assess all functionalities of a service, especially when it is provided 

for free. It should pay attention to the type of service entity, how the controller is determined 

when using different parts of the service package, and which contract terms will be applied at 

any given time. Finally, the controller also failed to implement encryption, as the method used 

is considered outdated in terms of data security (Tietosuojavaltuutettu, 2021). 

869. When it comes to data transfers to third countries, considering the existence of personal 

data transfers from the EU to the USA and the Schrems II ruling. The DPA requested 

information from the controller on whether it has introduced additional safeguards after the 

annulment of the Privacy Shield, which was not confirmed.  

870. Based on the above, the DPA considered that art. 6(1)(c) of the GDPR does not apply 

to the processing of personal data, which means that the processing activities violated the 
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GDPR. The controller was reprimanded and ordered to bring processing operations into 

compliance. Regarding the international data transfers, the Municipality was ordered to notify 

the DPA of the measures it has taken as a result of the EDPS guidance on the matter 

(Tietosuojavaltuutettu, 2021). 

10.4 France 

871. In August 2022, a member of the French National Assembly, Mr. Philippe Latombe, 

raised concerns with the French Minister of National Education and Youth regarding the use of 

Microsoft Office 365 in schools. He emphasized that while free services might appear 

attractive, they pose risks to competition and data sovereignty (Assemblée Nationale, 2022b, p. 

3866).  

872. In his written response, the French Minister explained that, according to the French 

Public Procurement Code, public procurement contracts are typically intended for pecuniary 

interest to meet specific needs of public entities in terms of works, supplies, or services. 

Therefore, free offers of services would be, in principle, excluded from the scope of public 

procurement (Assemblée Nationale, 2022b, p. 3866). The Minister acknowledged that 

providing schools with a free office suite is probably meant to familiarize the public with the 

tools, increasing the likelihood of them later subscribing to the paid version. However, he 

considered that this indirect benefit does not make the service onerous in itself (Assemblée 

Nationale, 2022a). 

873. The Minister also referred to several documents and recommendations: a) the Prime 

Minister’s Circular No. 6282-SG on the Cloud at the Center Doctrine; b) a note from the 

Interministerial Director of Digital Affairs (Directeur Interministériel du Numérique - DINUM) 

dated September 15, 2021, indicating that Microsoft Office 365 did not comply with the 

Doctrine; and c) a letter from the Commission Nationale de l'Informatique et des Libertés 

(CNIL) dated May 27, 2021 (Commission Nationale de l’Informatique et des Libertés (CNIL), 

2021), recommending that higher education institutions use collaborative suites offered by 

providers subject to European law, which host the data within the EU and do not transfer them 

to the USA. The Minister added that this also applied to Google Workspace for Education. 

874. The Cloud at the Center Doctrine, adopted by the French Government, highlights that 

the cloud has become the default mode of hosting and producing the state’s digital services. It 

aims at meeting French people’s legitimate expectations of an exemplary state in terms of 
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protecting their data and guaranteeing the continuity of the public service, two prerequisites for 

their confidence in the digital public service. The digital services offered by the administrations 

must then be hosted on one of the two internal interministerial clouds of the state or on Cloud 

offers of manufacturers that meet strict security criteria (Borne, 2023; DINUM, [s. d.]). 

10.5 Germany 

875. In August 2018, Microsoft announced the end of its collaboration with Deutsche 

Telekom in providing Microsoft cloud services, including Office365, under strict German 

jurisdiction (the so-called German Cloud) (Dedezade, 2018). Under this agreement, data was 

handled by a trustee under German rules and Microsoft employees had no access to them 

(Poortvliet, 2018). After this decision and having received several complaints from teachers 

and school administrators, in July 2019 the German Land of Hesse’s DPA prohibited the use of 

Microsoft Office 365 in schools since children’s data were being stored in a European Cloud. 

The same decision was also extended to Google and Apple services using a similar cloud. 

876. The rationale was based on several arguments. First, with the by then newly enacted 

USA Cloud Act, USA government agencies could request access to customer data from all 

USA-based companies even when the servers were outside the USA’s territory. Second, it 

stressed the responsibility of German public institutions regarding data processing legality and 

traceability (Der Hessische Beauftragte für Datenschutz und Informationsfreiheit, 2019a). The 

decision also mentioned the need for guaranteeing the state’s digital sovereignty; and the 

unclear nature of telemetry data transmitted to Microsoft (Der Hessische Beauftragte für 

Datenschutz und Informationsfreiheit, 2019a). Concerns that Windows 10 and 11 operating 

systems collect telemetry data had already been expressed by the Germany’s Federal Office for 

Information (BSI, in German) (Bundesamt für Sicherheit in der Informationstechnik (BSI), 

2018). Finally, the DPA stressed that gathering parent’s consent would not be a solution to the 

issue, as the security and traceability of the data processing were not guaranteed. 

877. A month later, however, the ban was lifted by the Supervisory Authority, which decided 

to “temporarily tolerate” the use of Office 365 in Hessian schools under certain conditions and 

subject to further examination (Der Hessische Beauftragte für Datenschutz und 

Informationsfreiheit, 2019b). This happened after negotiations with Microsoft and a change in 

the DPA’s assessment, which refuted some of the concerns. One of the applied safeguards was 
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preventing the transmission of any kind of diagnostic data. Google and Apple services were not 

mentioned in this second decision. 

878. Specifically regarding Microsoft Office 365, it also faced bans in 2020 by the State 

Commissioner for Data Protection and Freedom of Information Baden-Württemberg (Der 

Landesbeauftragte für Datenschutz und Informationsfreiheit Baden-Wüttember, 2022), as well 

as in 2022 by North Rhine-Westphalia Data Protection Authority (Brinkmeyer, 2023; Gayk, 

2023). This decision was confirmed in 2021 (Der Landesbeauftragte für Datenschutz und 

Informationsfreiheit Baden-Wüttember, 2021). In November 2022, the German Data Protection 

Conference (DSK, in German)—the committee of Independent German Federal and State Data 

Protection Supervisory Authorities—published a the report of the DSK working group on 

Microsoft 365, concluding that the software still did not comply with the GDPR 

(Datenschutzkonferenz, 2022). The extension or applicability of this decision to other similar 

technologies, such as Google Workspace for Education, is still not confirmed. 

879. The use of Google Services was also prohibited at one of Dortmund’s seven secondary 

schools, after a student’s privacy concerns led to his refusal to use the platform in 2021. Despite 

the school offering an alternative solution, it was rejected as it was believed that participating 

in school activities without discrimination was not possible. Unable to use the same tools as 

their peers, the student could not engage in visual exchanges with teachers, submit his/her 

homework, and upload solutions, as the communication was only done via email. The student 

eventually filed a complaint with the Petitions Committee of the State Parliament, and, after 

some appeals, the case reached the Higher Administrative Court of North Rhine-Westphalia 

(mrtee, 2023a). 

880. Google Workspace for Education has been procured by the school itself but the latter 

was unable to prove the data protection conformity of the platform. Following the discussions, 

the judge presented a proposal to the representatives of the Arnsberg district government, which 

would ensure that Google Workspace for Education would no longer be adopted and students 

would use a platform whose compatibility with national and European data protection law has 

been checked (mrtee, 2023a). The Arnsberg district accepted the proposal and the school 

announced on its website that it has been instructed to discontinue the use of Google Workspace 

for Education after Easter Holidays 2023 (mrtee, 2023b). 
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10.6 Netherlands 

881. In February 2021, SURF—the collaborative organization for IT in Dutch education and 

research (SURF, [s. d.])—and SIVON—a cooperative of school boards in primary and 

secondary education (SIVON, [s. d.])—disclosed that a DPIA of Google Workspace for 

Education had been commissioned by the University of Groningen and Amsterdam University 

of Applied Sciences (SURF, 2021c).  

882. Completed on 15 July 2020, the DPIA identified ten high29 and three low30 data 

protection risks affecting data subjects when they used Google Workspace for Education (Nas, 

Sjoera; Terra, 2021). More specifically, it found that Google could not qualify as a data 

processor for the collected personal data, and, as joint controllers, Google and the universities 

lacked legal grounds for their processing activities. According to surveys conducted by SURF 

and SIVON, Google Workspace was employed by 52% of primary schools and 36% of 

secondary schools in the Netherlands. It was also used by certain faculties within 4 out of the 

14 universities and 4 out of the 36 government-funded universities of applied sciences across 

the country (Nas, 2021). 

883. After providing the first version of the DPIA to Google, discussions took place until 

January 2021, during which Google implemented various technical and organizational 

measures to mitigate risks, particularly regarding consumer data (Bonamigo, 2021). For 

example, measures were taken to prevent spill-over of personal data, such as when end-users 

access additional services with their Google Account, as well as to address privacy-unfriendly 

default settings (Nas, Sjoera; Terra, 2021). However, only these two of the ten high risks had 

been completely mitigated.  

884. Due to the remaining risks identified by the DPIA, SURF and SIVON asked for advice 

from the Dutch Personal Data Authority (Autoriteit Persoonsgegevens, AP). Based on the 

documentation provided by the two institutions, the AP advised them (and therefore the 

educational institutions they represented) not to start or continue using Google Workspace for 

 
29 The ten high data protection risks identified by Privacy Company were: Lack of purpose limitation (in relation 
to customer data); lack of purpose limitation (in relation to diagnostic data); lack of transparency (in relation to 
customer data); lack of transparency (in relation to diagnostic data); lack of lawful grounds for processing 
personal data; missing privacy controls; privacy-unfriendly default settings; the use of multiple Google accounts; 
lack of control of subprocessors; lack of access by data subjects to their personal data.  
30 The three low data protection risks identified by Privacy Company were: Unlawful access to customer data 
and diagnostic data in the USA by the cloud provider; the chilling effect generated by the employee monitoring 
system; and the impossibility of deleting individual diagnostic data. 
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Education before the problems raised were solved (AP, 2021a). More specifically, the authority 

advised them to determine a) which processing of personal data takes place and for which 

purposes; b) which parties determine the purpose and (essential) means of the processing 

activities and the roles they assume as a result; c) the lawful bases for the intended processing 

activities; and d) the specific risks related to the processing of children’s data, insofar as 

applicable for the relevant educational institution(s). In the same document, the AP warned that 

if SURF and SIVON could not reach an agreement to sufficiently mitigate the risks related to 

Google Workspace for Education, it should be phased out before the start of the 2021/2022 

school year. 

885. The AP also addressed two letters to the Dutch Minister for Primary and Secondary 

Education, and Media, and to the Dutch Minister of Education, Culture, and Science (AP, 

2021c, 2021b). They were advised to coordinate efforts, including within the EU with other 

MS; inform educational institutions about their responsibilities; explore which digital resources 

are commonly used by educational institutions; and having them carry out DPIAs. Furthermore, 

specific actions related to Google Workspace for Education should be taken, such as 

communicating the outcomes of the advice to educational institutions, mapping which of them 

used the software, and investigating the possibilities for educational institutions to take 

measures independently to reduce risks. In a letter sent to the House of Representatives in June 

2021, the Ministry of Education, Culture and Science said it expected Google to resolve the 

identified issues before the start of the 2021/2022 school year (Ministry of Education, 2021).  

886. In July 2021, Google and the educational institutions reached an agreement to 

sufficiently mitigate all high risks identified in the DPIA (SURF, 2021a). These measures 

mostly applied to Google Workspace for Education’s core services, but Google has committed 

itself to continue discussions with SURF and SIVON to solve issues related to the Google Cloud 

Platform and Chrome OS (the operating system for the Chromebooks) (SURF, 2021a). This 

meant that the education institutions could resume Google Workspace for Education use, 

provided that specific measures were applied (SURF, 2021b).  

887. A new DPIA report was then requested by SURF and SIVON to Privacy Company, 

which was published in August 2021. The report shows that Google had finally agreed to lower 

the eight remaining high data protection risks (Nas, Sjoera; Terra, 2021). For instance, Google 

has agreed to act as a data processor for the Diagnostic Data about the individual use of the 

services; to implement measures to increase transparency; and to develop a processor-version 

of the Chromebooks and the Chrome browser (Nas, 2021). Google remained as a data controller 
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for additional services and would not provide additional safeguards in relation to them. In this 

case, students would need to use them with a personal account. 

888. The new DPIA also directly addressed children’s data processing and consent for 

additional services, which was previously omitted. Privacy Company explained that Google 

was found to be a data controller for the additional services. If they were used in schools, 

consent from end-users would need to be obtained. However, there was clearly an imbalance 

of power between schools and parents/children, as they are frequently not in a position to refuse 

the service, and their consent would most probably not be valid (Nas, Sjoera; Terra, 2021).  

889. Before September 2021, Google would automatically log students out of their school 

accounts when they accessed additional services, and their data would be anonymized. 

However, Google has discontinued this option. When using YouTube, for instance, students 

were limited to viewing content without the option for anonymous interaction. Additionally, 

even though they were not subjected to personalized advertisements, students were still exposed 

to contextual ones. Consequently, the DPIA anticipated that the only viable course of action 

would be for schools to disable these additional services. When teachers desire to use any 

YouTube video, for example, they should embed them within Google Classroom (Nas, Sjoera; 

Terra, 2021). It should be noted, however, that the risk of creating personal accounts should 

also be considered by schools. Although they can technically prevent access to additional 

services at the school environment, as well as simultaneous log-in, they would not be able to 

prevent students from creating a personal account (Nas, Sjoera; Terra, 2021).  

890. The agreement was said to prompt global changes in Google Workspace for Education 

data processing (Crandall, 2022b), which as we saw in the Belgian case (and will see in the 

Brazilian case), was not actually the case. Considering that some schools might need to carry 

out DPIAs for their specific cases, Google also created a Cloud DPIA Resource Center 

(Crandall, 2022a; Google, 2023d). 

891. In December 2022, SIVON and SURF reported Google’s progress in addressing the 

risks identified in the 2021 DPIA, with ongoing efforts to solve remaining issues by mid-June 

2023 (SURF, 2023b). Despite negotiations, the DPA was still concerned about the Minister’s 

additional findings, especially if any substantial privacy risks for students remained. On 8 

March 2023, the AP issued a letter to the Dutch Government asking for urgent clarifications 

regarding the possibility of using Google Workspace for Education in schools in a lawful 

manner before the beginning of the 2023-2024 academic year (AP, 2023). 
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892. On 20 April 2023, the Ministry of Education, Culture, and Science informed the House 

of Representatives how the advice from the DPA was followed (Ministerie van Onderwijs, 

2023). It explained the agreements made between SIVON, SURF, and Google and the fact that 

schools would receive instructions about Workspace for Education by mid-June 2023 (SIVON, 

2023). A verification report was issued by Privacy Company confirming the measures 

implemented by Google (Nas; Terra, 2023). However, the new assessment revealed new 

potential risks, which were meant to be discussed separately between SURF, SIVON, and 

Google. 

893. Regarding the separate negotiations on the ToS governing the utilization of Chrome OS 

and the Chrome browser on Chromebooks, SURF and SIVON reached another agreement with 

Google in May 2023. Under these revised ToS, Google would be a data processor in relation to 

“essential services” (SURF, [s. d.]), while additional services would need to be turned off by 

the administrator (SURF, 2023c). The new processor version would become available in 

August 2023. Additional agreements were made to eliminate other privacy risks (SURF; 

SIVON, 2023), and an inspection report was published (Terra et al., 2023). This allowed SURF 

and SIVON to conclude that Dutch educational institutions could continue to use Google 

Workspace for Education and Google Chromebooks (SURF, 2023a). 

894. Finally, it is important to mention that a separate process started in the beginning of 

2023 to address concerns pertaining to data transfers, particularly to the USA. A Data Transfer 

Impact Assessment (DTIA) was underway and was anticipated to conclude in autumn 2023 

(SURF, 2023a). 

10.7 Norway 

895. Although not part of the EU, Norway is part of the EEA and adopts the GDPR. As per 

the Decision n. 154, of the EEA Joint Committee, the EEA countries not part of the EU are also 

members of the EDPB, although without voting rights and the right to be elected as chair and 

vice-chair. Therefore, the decisions taken by the Norwegian DPA, Datatilsynet, are also 

relevant for this part of the thesis, where the violations of the GDPR are analyzed. 

896. In Norway, several municipalities have adopted Google Workspace for Education in 

primary and lower secondary schools. Based on some parents’ complaints coming from parents, 

the DPA has taken a closer look at three of them (Datatilsynet - Norwegian Data Protection 

Authority, 2020b). 
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897. Although based on different complaints and different grounds, the decision taken in 

relation to these three municipalities were focused on the same four issues identified by the 

authority: (i) the municipalities have not kept a log of processing activities taking place on 

students’ Chromebooks and in G Suite for Education; (ii) they have not implemented 

appropriate technical and organizational measures to achieve a level of security appropriate to 

the risk; (iii) they have not conducted a privacy impact assessment of the use of Chromebooks 

and G Suite for Education in schools; and (iv) they have not provided adequate information to 

enable students and parents to safeguard their interests and privacy when using Chromebook 

and G Suite for Education (Datatilsynet - Norwegian Data Protection Authority, 2020e, 2020c, 

2020d).  

898. With respect to maintaining a record of processing activities, Sandnes municipality has 

stated that no protocol has been created for processing activities related to the use of Google 

Chromebook and G Suite for Education. In Strand municipality, a protocol has been created, 

but upon revision of the DPA, several shortcomings have been identified, such as the legal basis 

used for processing students’ data. Although the municipality would rely on the performance 

of a contract and consent, the DPA was of the opinion that the processing was necessary for the 

performance of a task carried out in the public interest or in the exercise of official authority 

vested in the controller. The same issue was detected in the Bergen municipality case. While 

the municipality considered that a legal obligation would be the appropriate legal basis, the 

DPA recommended using art. 6(1)(e) instead. In the Bergen municipality case, the DPA also 

found that the purposes for data processing were not specific enough. 

899. The DPA also stated that when acquiring hardware and software to be used in schools, 

municipalities must carry out a risk assessment based on art. 32, GDPR, to analyze the security 

of the processing. This was not conducted by Sandnes municipality. Strand and Bergen 

municipalities have provided a risk assessment to the DPA, but the latter considered that they 

have not implemented sufficient measures to keep themselves informed of future changes to 

Google’s ToS, which would result in more risks to students. 

900. With regard to the assessment of data protection risks, the DPA was of the opinion that 

a DPIA was mandatory in the case of implementation of the platform by the municipalities. 

These processing activities would meet at least two criteria present in the DPA’s guidance on 

DPIAs: the involvement of vulnerable subjects and the innovative use or application of a new 

technological or organizational solution (in this case, the use of cloud services in primary 

schools). 
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901. Finally, concerning the provision of sufficient information to data subjects in 

accordance with arts. 12 through 14 of the GDPR, the DPA held the view that municipalities 

have fallen short. Sandnes municipality asserts that this obligation was met by conducting a 

meeting with the children’s parents, who then signed a form at its conclusion. However, this 

information was not supplemented by any information in writing, and parents were given only 

a few minutes after the presentation to sign the form. A similar situation occurred in Strand 

municipality. In the case of Bergen municipality, although the controller mentioned a meeting 

had taken place, the complainants argue that the information was rather provided in a 

fragmented way, which they considered insufficient. 

902. The DPA found that the information given to parents was not enough to meet the GDPR 

requirements, especially because the service was targeted to children. Simply referring to 

Google’s ToS was not considered enough. The DPA also mentioned the need for schools to 

provide clear information about where their responsibility stops and the parents’ responsibility 

begins. If it is the case that the children can use the Chromebook for private purposes, and log 

in with private accounts through the browser, the municipality should clearly inform about the 

privacy risks that may arise from private use. 

903. After dealing with these three cases, the DPA issued guidelines applicable to all 

municipalities within Norway mainly focused on Google Chromebooks and Google Workspace 

for Education, but also very much transferable to other cloud services (Datatilsynet - Norwegian 

Data Protection Authority, 2020a). 

10.8 Spain  

904. In the case of Spain, two decisions are important for the scope of this thesis. The first 

decision originated from a complaint of a parent, dated July 2021, who argued that they were 

not consulted for the implementation of G Suite for Education (now Google Workspace for 

Education) in a school under the organization of the Consejería de Educación, Universidades, 

Cultura y Deportes del Gobierno de Canarias. According to the Spanish DPA, Agencia 

Española de Protección de Datos (AEPD), the now Google Workspace for Education gained 

prominence with the onset of the COVID-19 pandemic as a digital tool in Spanish schools due 

to the absence or insufficient resources available to them (AEPD, 2023a). 

905. The first data protection issue identified by the DPA in this case was the lack of proper 

information provided to the data subjects as per art. 13, GDPR. The authority listed several 
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elements that were missing from the documents provided by the school to parents and students. 

It considered this particularly concerning because consent served as a legal basis for processing 

students’ data and, in certain situations, students themselves would provide consent if they were 

aged 14 or older. The DPA considered that the language of the documents was not clear and 

simple so a minor could understand. This issue has, therefore, led to the lack of a proper legal 

basis for processing personal data, which would also infringe art. 6(1), GDPR (AEPD, 2023a). 

906. The second element identified by the DPA was the incompleteness of the DPIA carried 

out by the controller. The controller used a template provided by the authority to identify the 

risks associated with the platform. However, it failed to identify specific risks related to Google 

Workspace for Education, which would prevent it to take adequate measures to address them, 

especially due to the involvement of minors. The DPA also considered that the controller’s 

conclusions reached within the DPIA were not well-founded and logical in relation to the facts 

(AEPD, 2023a). 

907. The second relevant decision of the AEPD is related to the use of Google Workspace 

for Education at Colegio Menor Nuestra Señora de Loreto. It also originated from a parent’s 

complaint dated August 2021, who argued that consent had not been provided for the use of the 

tool within the school. The authority clarified that, in this specific case, the school would not 

need to request parents’ consent, as it cannot be considered an adequate legal basis due to the 

power imbalance between the controller and the data subject. The appropriate legal basis in this 

case would thus be art. 6(1)(e) (AEPD, 2023b). This is an interesting conclusion, as in the 

previous case the authority has not questioned consent as an appropriate legal basis, just the 

appropriateness of the information received by the parents and data subjects. 

908. Despite the legal basis not being deemed inappropriate, other issues were identified by 

the authority. The use of Google Workspace for Education in this specific school was 

implemented based on Google’s ToS. The DPA considered that this agreement was not enough 

to clarify the roles and responsibilities between the controller (the school) and the processor 

(Google), as well as to implement the requirements of art. 28, GDPR (AEPD, 2023b). 

909. A second issue identified by the authority was the lack of proper information related to 

the processing activities provided to the data subjects, which would be in breach of art. 13, 

GDPR. The DPA considered that the information given to parents and students was not 

presented in simple, intelligible, concise, and didactic language for easy understanding (AEPD, 

2023b).  
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910. It is important to mention that there was an appeal to this decision from August 2023. 

The decision regarding the appeal was published in November 2023. The DPA considered that 

the appellant did not present new facts or legal arguments that would allow reconsideration of 

the validity of the challenged decision (AEPD, 2023c). 

10.9 Sweden  

911. The Swedish Authority for Privacy Protection (Integritetsskyddsmyndigheten - IMY) 

initiated a procedure to investigate whether the barn- och utbildningsnämnden (Children and 

Education Board), in Östersund Municipality, has failed in its obligation to conduct an impact 

assessment before the introduction of Google Workspace for Education in 24 schools in the fall 

of 2020 (IMY, 2023a). 

912. In a response to IMY, the board stated that the Jämtland County Regional Council 

conducted a risk analysis of Google Apps for Education (now Google Workspace for 

Education) in 2014. The analysis showed that there were no significant risks in relation to the 

use of the service. In May 2020, the council decided to move the service to its own domain, and 

by June 2020, the service was active in the council’s IT environment. However, after the 

migration, the Board identified shortcomings in managing the new domain (IMY, 2023a). 

913. Although the migration assessment resulted in the same risks as the 2014 analysis, 

documentation was not prepared in accordance with applicable legislation, considering the 

relocation of the service to a separate domain. The board has initiated training for IT 

administrators to ensure that they can manage the service according to the instructions provided 

by the board. The next step involved conducting an audit, which was included in the 

consultation of the impact assessment. Since the audit has not been finalized, neither has the 

impact assessment. The latter would also include an analysis of whether the use of the service 

involves transferring personal data to a third country (IMY, 2023a). 

914. In the decision, the DPA considered that the Board is the data controller for the 

processing of personal data when the service is used in the municipality’s schools. It also 

provides examples of how the service is used and the types of data that are collected. The service 

is employed by schools, for instance, for teaching and communication, distributing planning 

and assignments to students, providing feedback to students, and facilitating communication 

between students when needed for specific assignments, etc. Examples of the data collected 

include first name, last name, email address, class, and group membership. Based on the data 
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collected in other cases described in this thesis, it seems likely that these are only the data 

directly provided by the school, and not data collected by Google itself to provide the services. 

915. In September 2023, a communication from the Board to the DPA outlined the outcomes 

of an audit, which unveiled several risks that demanded further work to identify solutions. 

However, the safety deficiencies had been effectively addressed, with numerous safeguards 

already implemented. For instance, the Board signed an agreement with Google for an extended 

license, ensuring data encryption and facilitating the implementation of security protocols 

mandated by the audit within the municipality’s IT infrastructure. Furthermore, the 

municipality has implemented policy documents, training programs, information management 

plans and restrictions on the storage/processing of personal data (IMY, 2023a).  

916. The IMY observed that the processing activities involved 5,945 children within the 

context of education, wherein the data subjects are highly dependable on the controller. The 

large-scale processing and handling of data from vulnerable individuals already satisfied two 

criteria from the list developed by the authority based on art. 35(4) of the GDPR. Moreover, the 

impact assessment has not been completed even after three years of the beginning of the 

processing activities, indicating a high degree of negligence. Consequently, on November 30, 

2023, the IMY imposed an administrative fine of SEK 300,000 (approximately 26 thousand 

euros) against the board of Östersund Municipality (IMY, 2023b). It is important to mention 

that this was the only situation of the cases analyzed in the thesis where there a fine was issued.  

10.10 Brazil 

917. The Brazilian Internet Steering Committee, through its Network Information Center, 

conducts an annual survey on the use of the internet and digital resources in Brazil. One of its 

surveys focuses on the use of ICT in education, which serves as a crucial and reliable source 

for understanding the Brazilian context where Google Workspace for Education is deployed. 

918. The data for the 13th edition of the survey was gathered between May 2022 and October 

2023, marking the first in-person data collection following the reopening of schools after the 

COVID-19 pandemic. Through the historical series of the survey, it is possible to identify an 

increase in the connectivity of Brazilian schools. According to the latest findings, 93% of public 

primary and secondary schools, and 99% of private schools now have access to the internet 

(Brazilian Network Information Center, 2023).  
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919. However, apart from universal connectivity (connectivity for all), it is also important to 

provide meaningful connectivity (“a level of connectivity that allows users to have a safe, 

satisfying, enriching and productive online experience at an affordable cost” (International 

Telecommunication Union (ITU), 2022, p. 2). The survey found, for example, that in municipal 

schools it is common for the internet connection not to support multiple simultaneous access 

(45%). Other issues such as a poor signal range within the school premises (38%), poor internet 

quality (35%), and frequent internet crashes (34%) were also identified (Brazilian Network 

Information Center, 2023).  

920. In relation to the use of digital devices, mobile phones were the most popular among 

teachers (67%), while computers (53%) and tablets (14%) were mentioned less frequently. 

Among all teachers, 31% used their personal devices and 24% used school devices. 8% 

mentioned that mobile phones were the exclusive means for accessing the internet with their 

students. Within their households, 42% of students had portable computers, followed by 

desktop computers (31%) and tablets (26%). 83% of the students had a mobile phone of their 

own that could be used for educational activities (Brazilian Network Information Center, 2023). 

921. When it comes to digital applications and platforms used within schools, 77% of them 

employed online class record books or student enrollment, grade, and attendance control 

systems. In the 2022 edition of the survey, 33% of the schools said they officially adopted a 

LMS, compared to 51% in the 2020 edition, most probably attributed to the return to in-person 

classrooms. Nevertheless, 47% of the teachers reported using a LMS and 48% reported using 

Google Classroom, indicating a misunderstanding of what is meant by a LMS (Brazilian 

Network Information Center, 2023).  

922. Among the criteria used to choose an edtech, being free appeared as the primary factor 

for 69% of educators, surpassing even its suitability to the curriculum and learning objectives. 

The survey highlights, however, that data protection has also been a concern among educators. 

For instance, 27% of primary and secondary education schools have refrained from adopting 

an edtech due to these concerns (Brazilian Network Information Center, 2023). 

923. Another significant endeavor mapping the Brazilian reality is conducted by the 

Observatório Educação Vigiada (Surveilled Education Observatory). Led by academic 

researchers and NGOs, this initiative is dedicated to collecting and disseminating information 

concerning the integration of platforms in public education across Brazil and South America 

(Observatório Educação Vigiada, [s. d.]). To map the presence of large technology companies 
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in Brazilian education, the project has developed software capable of identifying the storage 

location of official email servers used by public educational institutions. The results underwent 

a qualitative validation process through freedom of information requests. 

924. According to the latest data, 51.22% of Brazilian state schools incorporate Google 

services in their educational systems, while 24.39% rely on Microsoft. Of the 52 municipal 

schools across Brazilian cities with populations exceeding 100,000, 14 use Google services, 10 

use Microsoft, and 32 employ other services. Notably, 4 of these schools use both Google and 

Microsoft services simultaneously (Amiel et al., 2021). Another research based on freedom of 

information requests made to the Education Secretariats of the Brazilian Central Government, 

the Federal District, and the states of Amazonas, Maranhão, Rio de Janeiro, and São Paulo, 

confirmed that all of them used Google Workspace for Education (Núcleo de Informação e 

Coordenação do Ponto BR, 2022). 

925. The increasing use of private platforms within education is directly linked to the lack of 

public investment in education, especially in ICT (Cruz; Venturini, 2020). Apart from economic 

crises and neoliberal policies, the COVID-19 pandemic created the need for a sudden adoption 

of technologies without a proper public debate on how this should be done. It caught 

governments off guard, as they were mostly not technically and organizationally prepared for 

the implementation of technologies supporting distance education overnight. The urgency in 

the decision-making and the lack of a holistic view of children’s fundamental rights often led 

to the implementation and, to this day, the maintenance of problematic edtech. Before the 

pandemic, only 21% of Brazilian schools provided remote learning activities and the use of 

LMS grew dramatically between 2019 (28%) and 2020 (66%) (Brazilian Network Information 

Center, 2021) 

10.10.1 The formalization of the relationship between Google and the schools 

926. Having mapped all the partnerships carried out by Google and State Education 

Secretariats in Brazil until 2023, Lopes (2023) identified that the state of Minas Gerais was the 

first to establish an agreement for the provision of Google Apps for Education in 2009. Since 

then, out of the 27 Brazilian federative units, direct partnerships were not identified in only 4 

of them. 

927. In 2018, in collaboration with the Lemann Foundation, Google was already directly 

influencing the content taught in Brazilian schools. Within the NOVA ESCOLA policy, for 
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example, the organizations launched the first templates of digital lesson plans aligned with the 

National Common Curricular Base (BNCC)31. 

928. In 2019, the National Council of State Secretaries of Education (Conselho Nacional de 

Secretários da Educação - Consed)32 was approached by Google to establish a partnership for 

the provision of Google Workspace for Education to the networks of state schools whose 

secretaries were signatories to the agreement. Despite this partnership, many states signed new 

agreements after 2020 due to COVID-19 in order to extend the duration of the partnership or 

include addendum terms (Lopes, 2023). 

929. In 2022, the Brazilian Ministry of Education itself signed a partnership with Google for 

the implementation of Google Workspace for Education in federal educational institutions and 

making it available for other federative entities throughout the country (Nascimento, 2022). 

930. Legal arrangements between schools and Google vary across the Brazilian educational 

landscape. In a study conducted by Amiel et al. (2021), which involved information requests to 

public educational institutions including State Education Secretariats, Federal Institutes of 

Education, and Federal Universities, diverse modes of adherence to Google and Microsoft 

technologies were observed. These include terms of cooperation, agreements, work plans, etc. 

In some situations, the object of the agreements is shaped to specify a mere technical 

consultancy service using expressions such as “encouraging the adoption of technology,” 

“providing solutions,” “promoting the improvement of educational actions,” and “creating an 

environment” (Núcleo de Informação e Coordenação do Ponto BR, 2022). 

931. This legal relationship is frequently established directly through Google’s website, 

where schools accept its ToS and other policies. This contradicts the response to some 

information requests received by the researchers, which state that the school had no contract 

with Google, despite confirming its use. The ease of access to the services can lead to the 

erroneous conclusion that there is no legal relationship involved, particularly because it is 

perceived as a “free” service (Amiel et al., 2021). Even in cases where the school does not use 

the technology, this does not imply a lack of ties with Google. On the contrary, one of the 

strategies used by the company is to directly contact teachers, laboratories, etc., which 

 
31 The BNCC is a public policy endorsed in 2017 that defines what each student is entitled to learn in school and 
directly impacts classrooms across the country (Consed, 2018). 
32 The National Council of State Secretaries of Education is an association founded in 1986, which brings 
together the Secretaries of Education from the States and the Federal District. Among its purposes are the 
integration of state education networks and the participation of states in the development of national policies, as 
well as collaboration among the federative units (Consed, [s. d.]). 
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facilitates the use of technology and circumvents the basic bureaucratic hurdles for its use by 

the school.  

932. Partnerships between the schools and Google could also be formalized through 

intermediaries such as local start-ups that would embed Google Classroom in their apps 

(Derechos Digitales; Privacy International, 2022). Other type of intermediaries include 

foundations and other companies that fund a specific project where the app is used (Núcleo de 

Informação e Coordenação do Ponto BR, 2022).  

933. In 2018 and 2019, Google conducted several presentations nationwide to showcase the 

company’s applications, which included Google Workspace for Education, and to train 

professionals in their use (Leme, 2019). This is facilitated by the great amount of autonomy 

that states and municipalities have within the Brazilian legal framework. 

934. Although the focus of this research does not revolve around public procurement rules, 

it is important to note that, according to Brazilian Law, cooperation terms should be used only 

when both parties share a common interest (aligned with the public interest) and no transfer of 

resources is permitted. These are instruments outlined in Law n. 13,019 (Brasil, 2014) and 

meant for establishing partnerships between the administration and civil society organizations. 

Although the law itself does not explicitly mention for-profit entities, the majority of Brazilian 

legal scholars argue that, considering the company’s social function and the principle of 

solidarity, it would still be possible to establish partnerships not involving the transfer of funds 

between the state and for-profit entities, thus bypassing bidding laws. 

935. The absence of monetary transfer, as previously explained, does not imply that the 

product can be considered free or that there is no economic interest on the part of the company 

in the contract. The existence of common interests, particularly aligned with the public interest, 

is also questionable. This is particularly serious when contracts are mostly standardized and 

easily signed over the internet. 

936. Consequently, important steps that guarantee transparency and due process within 

bidding procedures are not followed. Art. 118, of Law n. 14.133, 2021, states that the provisions 

within this law could govern this type of agreement, where applicable, in the absence of a 

specific regulation. Thus, although cooperation agreements are a priori exempt from the 

specific rules of the bidding process, they are not entirely outside the scope of application of 

Law no. 14,133. In the absence of specific legislation for similar instruments, there is subsidiary 
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application of the legislation and, in particular, the dimension of constitutional principles of 

administrative law (Núcleo de Informação e Coordenação do Ponto BR, 2022).  

937. This does not reflect the current Brazilian context, though. Other factors that should 

influence the procurement beyond the price of the product or service, such as the degree of 

protection of children’s fundamental rights, are also not taken into account, as demonstrated by 

research conducted by Derechos Digitales and Privacy International (2022), as well as the data 

from Brazilian Network Information Center, mentioned above (2023). Cruz and Venturini 

(2020) also emphasize that some educational departments adopted Google’s technologies 

because they were already used by teachers and students, making the transition to a 

remote/hybrid learning environment smoother. Another study shows that certain states adopted 

the technology based on its approval by other states in the country, indicating it had undergone 

some kind of vetting and testing (Núcleo de Informação e Coordenação do Ponto BR, 2022). 

Therefore, there is a real lack of acceptable grounds that justify the procurement of this 

technology in particular, beyond mere convenience and its free-of-charge nature. 

10.10.2 Privacy and data protection issues  

938. In order to use Google Workspace for Education, Brazilian schools must comply with 

various documents provided by Google. The Google Workspace for Education ToS (Google, 

2023f) serves as the main contract between the parties, in the absence of a specific offline 

version. In addition, the use of the products is also governed by the general Google ToS 

(Google, 2022), the Google Cloud ToS (Google, 2023e), the Google Workspace for Education 

Privacy Notice (Google, 2023b), the Google’s general Privacy Policy (Google, 2023d), the 

Google Cloud Privacy Notice (Google, 2023a), and the Cloud Data Processing Addendum 

(Customers) (Google, 2023c).  

939. The Google Workspace for Education Privacy Notice is the primary governing 

document for the application suite and should take precedence in the event of any conflicting 

clauses with other notices. Within this document, Google delineates the distinction between 

core services and additional services already mentioned above to elucidate the implications 

each one has on the personal data of users. In the sections below I will focus on the main issues 

which are possible to assess based on the available data provided by Google and previous data 

identified in the literature review. They are going to be compared with the findings of EU MS 

competent authorities in Section 11.1, below. 
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10.10.2.1 Roles and responsibilities 

940. When it comes to core services, Google makes a further rather artificial distinction 

between “information you provide or create with the core services (customer data)” and 

“information we collect when you use these services (service data)”. The distinction between 

customer data (data provided directly by schools, educators, students, or their parents) and 

service data (any other data collected by Google, such as observed data or inferred data) 

reinforces a narrative previously identified by Lindh and Nolin (2016). The data directly 

associated with the service’s benefits (front end) are presented and handled differently 

compared to the data more closely related to the back-end activities (and, therefore, to Google’s 

business model). The use of the term “service data” gives the impression that the collected data 

is not personal data and would not directly affect data subjects’ fundamental rights. This 

division adds an extra layer of complexity for schools, in addition to the existing one between 

core and additional services.  

941. Google states that customer data provided or created within core services are processed 

according to the school’s instructions and does not mention the possibility of using them for its 

own purposes. In a separate section, Google mentions that service data are subject to the Google 

Cloud Privacy Notice. Unlike the case of customer data, there is no mention of Google acting 

under the school’s instructions (thus implying that schools are data controllers under LGPD). 

Given that the Google Cloud Privacy Notice is generic and applicable to all Google Cloud users 

(not necessarily just schools), there is also no mention of the respective roles and 

responsibilities regarding the protection of personal data between schools and Google. 

942. Some of the aforementioned research sought to obtain, through information requests, 

the contracts made between states and municipalities and Google (Derechos Digitales; Privacy 

International, 2022; Núcleo de Informação e Coordenação do Ponto BR, 2022). Among the 

documents obtained, there were no agreements between the school and Google regarding the 

responsibilities of each party and how the data would be processed based on schools’ 

instructions. On the contrary, contracts were often signed directly online without any discussion 

about its clauses and necessary adaptations for the context of each school. This situation was 

also observed by the AEPD in one of the Spanish cases described above. 

943. It is certainly possible that such documents exist but are not shared publicly, especially 

if they contain sensitive information. However, this scenario is highly unlikely, as this kind of 

document was not even mentioned in any of the responses, not even to state its unavailability. 
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Some public officials even claimed that the use of the platform did not entail personal data 

processing, which shows that data protection was not a concern. Thus, it is highly unlikely that 

Brazilian schools have real control over the purposes and means used to process personal data. 

At the very least, this would call into question the role of Google as a processor in the case of 

customer data and as a sole controller when it comes to service data. 

944. Regarding additional services, the same division between data provided/created and 

data collected by Google is also applicable. However, in relation to these services, Google does 

not make any distinction regarding the responsibilities between the school and Google, which 

implies that it considers itself a controller for the processing activities within both types of 

services. 

10.10.2.2 Purposes for processing personal data 

945. The processing purposes described in the Google Workspace for Education Notice are 

provided in a non-exhaustive way. Data are processed to “provide, maintain, and improve 

services offered to students and schools; make recommendations to optimize the use of services; 

provide and improve other requested services; provide support; protect users, the public, and 

Google; and comply with legal obligations”.  

946. They should be complemented by the purposes described in Google’s general Privacy 

Policy and Google Cloud Privacy notice when it comes to service data within the core services 

and all data within additional services. These purposes are also non-exhaustive and include 

processing data for providing, maintaining, and improving services; providing personalized 

services; measuring performance; communicating with the customer; and protecting Google, 

its users, and the public. 

947. In the Google Workspace for Education Privacy Notice, Google underscores that core 

services are free from advertisement, and data is not processed for this purpose in other services. 

On the other hand, additional services may display advertisements, but are not personalized 

when these services are through accounts created by primary and secondary schools. Contextual 

factors like searches, time of day, or the content of the page content the student is viewing may 

still be used to tailor advertisements. 

948. It is important to mention that, based on the principle of the best interests of the child 

and the guarantees provided in the CRFB, the CDC, and the ECA, advertising to children 

(whether based on their personal data or not) is prohibited in the Brazilian legal framework, and 
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such practice may also be considered abusive concerning adolescents (Henriques et al., 2021; 

Henriques, Meira, et al., 2020). 

949. As will be emphasized in the section on transparency obligations, the purposes for which 

data are processed are extremely vague and non-exhaustive, which hampers the exercise of data 

subjects’ rights and the analysis of compliance with various other parts of the LGPD. 

10.10.2.3 Lawful Bases 

950. In its ToS for Google Workspace for Education, Google states that schools can enable 

or disable any additional services at any time through the Administrator Console. Additionally, 

it states that they must “obtain parental consent for the collection and use of personal data in 

any Additional Products that the Customer intends to enable before allowing End Users under 

the age of 18 to access or use such Additional Products”. 

951. This statement brings with it many complexities that must be carefully analyzed. First, 

if Google considers itself a sole controller for the data processed within additional services, it 

should be the one responsible for selecting the appropriate legal basis for processing the data. 

If consent were at all applicable, Google should be the one to collect it based on its direct 

relationship with the user.33 

952. Another issue that arises is related to the choice of consent for processing personal data 

within additional services. Considering the asymmetrical relationship between schools and 

students/their parents, and that education is mandatory in Brazil, it could not be considered 

freely given. Even if that were the case, it is difficult to identify how this would be 

operationalized in practice without violating other fundamental rights of children. Would the 

school have to provide different activities for students who do not consent to the use of 

additional services with their school account? How could this be implemented when the activity 

takes place in a group? What are the risks of the child facing discrimination at school? 

953. Another issue is that, as discussed earlier, consent as a legal basis for the processing of 

personal data can be provided by individuals over 12 years old according to LGPD, not 18 years 

old. Thus, if this were an applicable and lawful basis in the specific case, Google could be 

 
33 As previously discussed in the EU cases, Google’s access to data within additional services is facilitated by its 
legal relationship with schools. Consequently, schools would need to be considered joint controllers in this 
scenario. 
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violating the informational autonomy of adolescents by requiring parental consent, considering 

that it is their right to provide it independently. 

954. Considering only the documents provided by Google, it was not possible to identify the 

legal basis used by schools to process student data through Google Workspace for Education 

in the core services as a controller or in the additional services if considered a joint controller. 

Most likely, according to the legal bases available in LGPD, schools would need to process 

them based on art. 7º, III (data processed by public administration, which are necessary for the 

execution of public policies provided for in laws and regulations or supported by contracts, 

agreements, or similar instruments). 

955. The Google Cloud Privacy Notice does not provide a clear list of the legal bases used 

for processing personal data, which unfortunately is not legally required by LGPD. In some 

sections of the documents, it is possible to infer that data are collected, for example, to fulfill 

legal obligations (in a section focused on the purposes of data processing), or consent (in a 

section focused on occasions when personal data will be shared with third parties). 

10.10.2.4 Transparency obligations 

956. According to art. 9º, LGPD, data subjects must have easy access to information about 

the processing of their data, which must be made available in a clear, appropriate, and 

conspicuous manner. It also lists the minimal information that should be provided to the data 

subject, including (a) the specific purpose of the processing; (b) the form and duration of the 

processing, while respecting commercial and industrial secrets; (c) the identification of the data 

controller; (d) contact information of the data controller; (e) information about the use of shared 

data by the data controller and its purpose; (f) the responsibilities of the agents who will carry 

out the processing; and (g) the rights of the data subject, with explicit mention of the rights 

contained in art. 18, LGPD. Apart from art. 9º, the controller should also consider art. 14, §6º, 

as explained above, when children’s data are being processed. 

957. In this section, I provide a brief analysis of the privacy policies applicable to Google 

Workspace for Education in Brazil, focusing both on their content and format in relation to 

transparency obligations. It is worth noting that art. 9º, LGPD, stipulates the issuance of 

guidance by the ANPD for compliance with the principle of free access. This guidance would 

discuss how this provision should be implemented, but it has not yet been issued. Therefore, it 

is not possible to define in advance the level of detail that will be required by the authority 



256 

 

 

regarding each of the items listed in the provision. It is already possible, though, to observe 

some inconsistencies between Google’s policies and the LGPD, which will be discussed below. 

958. When it comes to the format, the documents schools must agree to in order to use 

Google Workspace for Education are structured through engaging titles, and the language used 

can be considered appropriate for an average adult, with minimal legal jargon. Throughout the 

documents, certain icons and images related to the subject matter are used, which facilitates 

understanding, although this is not consistently applied across all sections. 

959. Certain words and expressions also contain hyperlinks that redirect the reader to specific 

articles, providing more detailed information on certain topics. This is an interesting technique 

to provide both conciseness and the necessary detail, depending on the level of information 

sought by the user. 

960. However, as previously explained, understanding how students’ data are processed 

requires consulting at least seven different documents, which is a significant number by today’s 

standards. Moreover, one of them is not translated to Portuguese (the Cloud Data Processing 

Addendum (Customers)), which can severely hinder the understanding of information by 

Brazilian schools and data subjects, as most of the country’s population does not speak English. 

961. Finally, it should be highlighted that the documents are the same for adults and children. 

Although the language may be considered suitable for adults, the same cannot be said for 

children, who will have limited comprehension of the provided information. Considering the 

wide range of different children who have access to the platform in the country, with different 

ages and backgrounds, it cannot be said that the policy complies with art. 14, §6º, LGPD, by 

presenting information in a simple, clear, and accessible manner, considering the user’s 

physical, motor, perceptual, sensorial, intellectual, and mental characteristics. Audio-visual 

resources are also not used in a way that provides the necessary information to parents or legal 

guardians and is suitable for the child’s understanding, as the same article mandates. 

962. Regarding the minimal content that should be provided in the privacy policies, it is 

generally scattered around the different documents. As stated above, the specific purposes for 

processing data are listed in the Google Workspace for Education Privacy Notice, Google’s 

general Privacy Policy, and the Google Cloud Privacy Notice. The applicability of each of the 

policies depends on the type of service (if it is a core or additional service) and the type of 

information that is collected (“customers data” or “service data”), which can already be 

confusing for the schools and the data subjects. Even when compliance with a requirement was 
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verified in one of the policies, this was not always the case for the others. This continues to be 

a violation of the LGPD, considering that the documents apply to different services and data 

processing activities. 

963. As specified above, the lists of data that are collected and the purposes of the processing 

are not exhaustive and worded in vague terms such as “provide, maintain and improve the 

service”, “develop products” etc. While the extent of information required by the ANPD 

remains unknown, it is evident that the current level of abstraction is maximal. Given the limited 

details available, data subjects face challenges in effectively exercising their rights and 

maintaining control over their data. Beyond sparse examples scattered throughout the policies, 

Google fails to specify the form and duration of data processing, a deficiency that already 

violates Article 9, b, of the LGPD 

964. The same observation applies to roles and responsibilities within the context of data 

processing. Not only do the policies fail to clearly delineate the roles, but they also do not 

specify the responsibilities of each party, particularly in cases of joint-controllership, nor do 

they provide guidance on whom the data subject should contact to exercise their rights. In 

instances where the school assumes the role of controller, this must be explicitly stipulated in a 

privacy policy drafted by them. However, this does not seem to be the case with the educational 

secretariats consulted in the aforementioned research. 

965. In instances where Google is considered the controller, its identification and contact 

information (items c and d) are not directly available. While the Google Cloud Privacy Notice 

does specify the name of the data controller in Brazil, accessing this information is not 

straightforward. To address any uncertainties regarding the policy or to exercise their rights, 

data subjects must navigate through the Privacy Center. Here, they encounter numerous 

questions and answers about Google’s privacy policies. After several clicks, they can eventually 

access a data access form, which seemingly does not cater to other rights under LGPD and is 

only available in English. 

966. In the analyzed documents, Google does not include information about the data shared 

with it, which constitutes a violation of art. 9°, LGPD. Despite detailing the circumstances under 

which data is shared with third parties, it fails to include a list of these partners. While this 

information is not explicitly mandated by art. 9º, LGPD, it would be crucial for effective data 

control. Even when the data subject is aware of the content of Google’s privacy policies, it 

holds little value if the individual is unaware of whom their data are shared with, hindering their 
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understanding of how these partners process personal data. Thus, it can be argued that this lack 

of disclosure violates the principles of transparency, accountability, and good faith outlined in 

art. 6º of the LGPD. 

967. Finally, the rights of the data subject as outlined in art. 18, LGPD, are also not detailed 

in the policies. Reference to the Brazilian framework is found only once in the Google Cloud 

Privacy Notice and is absent from both the Google Workspace for Education Policy Notice and 

Google’s general Privacy Policy. The latter contains information on how to exercise the data 

subjects’ rights if the GDPR applies to the processing of data, but it does not mention the 

requirements of the LGPD. 

Interim Conclusion 

968. Google Workspace for Education is used worldwide by millions of students, and its 

application has been particularly expanded during the COVID-19 pandemic. Google’s 

educational approach, more strictly focused on the development of skills and competencies, 

especially for the job market, establishes a digital environment that does not necessarily 

accommodate divergent pedagogical methodologies. This vision smoothly aligns with the 

datafication and quantification of education, which brings several challenges to the protection 

of children’s personal data. 

969. This chapter aimed to describe the role of Google Workspace for Education in both the 

EU and Brazil and the impacts it brings to children’s data protection in both jurisdictions. 

Considering the existence of decisions by EU competent authorities, there exists a natural filter 

that allows a more detailed analysis of these issues. In the Brazilian case, the lack of a specific 

decision on the matter demanded an analysis of publicly available documents provided by 

Google and previous research published on the subject.  

970. Although both jurisdictions feature very similar data protection laws, they significantly 

differ in their levels of maturity regarding data protection culture. While the EU has had special 

laws since the 1970s, Brazil issued its first law in 2018, with enforcement beginning only in 

2020. This implies that the ANPD and other competent regulatory bodies (such as consumer 

protection agencies) are still consolidating and adjusting to the new reality, significantly 

affecting the application of the law and its integration into people’s daily lives. Nevertheless, 

the divergence in Google’s approaches across these closely related jurisdictions speaks volumes 

about its intentions to expand its collection of personal data. 
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971. The next chapter will analyze the information outlined in this chapter, not only through 

a lens of compliance with the GDPR and LGPD, presenting convergences and divergences in 

the measures adopted in each country but also from a perspective of data colonialism, delving 

deeper to grasp the prevailing gaps in the current model that still allow data to be processed 

contrary to children’s best interests. 
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Chapter 11. Analysis 

972. After introducing Google Workspace for Education and its main features in Chapter 9, 

Chapter 10 was dedicated to delineating the challenges it poses to children’s rights to privacy 

and data protection in the EU and Brazil. This was achieved by outlining the primary issues 

identified in Europe by competent authorities and, in the case of Brazil, by analyzing Google’s 

ToS and privacy policies alongside previous research on the topic. 

973. This chapter goes deeper by analyzing these cases data to find convergences, 

divergences, and gaps. I will first focus on the insights that can be gathered from the decisions 

of EU MS competent authorities, as well as from the description of how data is processed within 

the Brazilian reality. This analysis will be structured around the main aspects of data protection 

laws that are in tension with the identified challenges. The second part of the chapter aims to 

understand these cases through the lens of data colonialism. Challenges mapped in Chapter 8 

will also be useful to situate the discussion and derive conclusions that hold relevance for other 

edtech. 

11.1 Tensions between the GDPR, LGPD and Google Workspace for Education 

974. The decisions of EU MS competent authorities outlined in the previous chapter, along 

with the operation of Google Workspace for Education in Brazil, shed light on systematic 

concerns regarding children’s data protection in the adoption of this technology by public 

schools. This section is dedicated to pinpointing the primary areas within the GDPR and LGPD 

that may conflict with the implementation of Google Workspace for Education, while also 

delineating possible convergences, divergences, and gaps. 

11.1.1 Roles and responsibilities 

975. A very important topic that stands out in almost all EU decisions and the Brazilian case 

is the difficulty in delimiting the roles and responsibilities of schools and Google regarding the 

processing of personal data. This discussion was very clear within the Dutch case and the 

contracts analyzed by Privacy Company. Google qualified itself  

as [a] data processor for the personal data in Customer Data it processes through the 
Core Services in G Suite (Enterprise) for Education (described as the Customer Data 
in this DPIA) [and] as data controller for the Google Account, most of the Additional 
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Services including Chrome OS and the Chrome Browser, the Diagnostic Data and 
other services related services such as Feedback (Nas, Sjoera; Terra, 2021, p. 6). 

976. For other services, the roles were considered not to be clearly defined or were 

unlawfully designated. Google could not be considered neither a sole controller nor a processor 

for some activities. It had access to some personal data only because of its relationship with 

educational institutions, meaning that there should be a joint controllership relationship 

according to the EDPB guidelines. The joint controllership was, however, not a possibility in 

cases when the purposes of the data processing were not aligned with the legal duties of the 

school to provide education, something also identified by the Danish DPA. The only situations 

where this would not apply would be when Google processes data for its own legitimate 

business purposes, like invoicing, or when they are required to disclose data to authorities (in 

cases where Google is not able to forward this request to schools) (Nas, Sjoera; Terra, 2021, p. 

107). 

977. A situation mirroring that identified by Privacy Company could be seen in Brazil. Upon 

reviewing the ToS and privacy policies applicable to the country, the only certainty we have is 

that Google considers schools as controllers when it comes to customers data (information 

directly provided by schools or data subjects when using their services) within core services. 

Their roles and responsibilities concerning service data in core services and all data in additional 

services remain unclear, although it can be inferred that Google considers itself as a controller- 

in these contexts. 

978. Apart from identifying ambiguities regarding who determined the means and purposes 

of data processing, the VTC within the Belgian case found it unrealistic to consider schools as 

controllers in some instances. The power imbalance between schools and Google made it 

difficult for the former to discern which data are being collected for each purpose, thereby 

posing a challenge for them to monitor Google’s activities as a data processor. 

979. In some instances, the lack of properly defined roles and responsibilities was also 

attributed to the acceptance of the standard ToS. The AEPD found that the ToS lacked precision 

regarding the roles and responsibilities for each processing activity under art. 28, GDPR. 

According to the authority, the agreement should have been supplemented by another document 

specifying the roles and responsibilities of each party involved. 

980. In the Finnish case, the DPA found that by accepting Google’s ToS as it was, the 

controller undermined its ability to adequately control and supervise the processing of personal 

data, a concern also recognized in a previous DPIA. Similarly, in the Danish case, the Helsingør 
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municipality was unaware of many changes made by Google to its ToS, which contributed to a 

breach of students’ data. Lastly, the VTC in the Belgian case also highlighted that the purposes 

and means of processing personal data could change at any time when Google modifies its ToS, 

posing a concern for schools. 

981. The common thread connecting all the issues above is the factual influence exerted by 

Google on the purposes and means of the processing activities. As controllers, schools bear the 

responsibility to ensure that the processor adheres to data protection laws and implements 

necessary safeguards. Regarding AI systems, schools must understand how they work and make 

decisions, as they must explain this information to data subjects (ICO, 2022). 

982. In this sense, a specific analysis of each data processing activity or set of processing 

activities must take place. While it may be evident that schools act as controllers and Google 

as the processor in tasks such as registering students and staff on the platform, it is not so clear 

when the platform processes data to offer personalized learning activities within Google 

Classroom, for instance.  

983. Even if schools agree with the purpose of the processing, it must be verified whether 

Google is actually deciding essential means such as which data is processed; for how long they 

are processed; if decisions are automated, etc. Given the often limited expertise of schools in 

understanding the operations of AI systems, especially when trade secrets are involved, and the 

lack of explicit prior instructions provided to Google (depending on how the ToS have been 

signed and the influence exerted by the schools on its terms), a scenario where Google is 

considered a joint controller in these cases becomes a possibility. The discussion in such cases 

would also demand consideration of appropriate legal bases. 

11.1.2 Purposes for processing personal data 

984. Defining the purposes for which personal data are processed is a crucial step towards 

compliance with the GDPR. Transparency regarding these purposes is essential to ascertain 

adherence to principles such as purpose limitation, data minimization, lawful processing, 

among others. The cases narrated above show that the purposes for which student data were 

processed were not clear, especially when Google was the controller for the processing activity. 

985. The Brazilian case stands out as particularly relevant in this context, given that the 

ANPD has not yet provided guidance on the level of detail required in the information to be 

provided to data subjects. Nevertheless, it is evident that the information currently available 
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regarding the purposes of processing personal data is excessively vague and incomplete. This 

lack of clarity makes it difficult, if not impossible, for data subjects to effectively exercise their 

rights, which shows that the available information is not fulfilling its intended functions. 

986. In two other cases, Germany and the Netherlands, the irregular processing of telemetry 

and diagnostic data was specifically highlighted. Telemetry data refers to information obtained 

through telemetry, a process involving the automatic collection, transmission, and measurement 

of data from remote sources using sensors and other devices. Even though some level of 

pseudonymization is applied, telemetry data can still contain elements that could be used to 

identify individuals, which can be considered personal data. Diagnostic data are often collected 

through telemetry, providing insights into the devices employed and the performance of the 

applications used (Hessel, 2022). 

987. At the time of the first DPIA carried out by Privacy Company, Google had not made 

available any public documentation regarding the specific purposes for which it processes 

diagnostic data, whether to be used in core or additional services. Just as in the case of the 

collected data, information about all the purposes for which Google processed data was also 

not clearly and thoroughly available, especially when Google was acting as a data processor 

(Nas, Sjoera; Terra, 2021, p. 6). Although the narrative behind the use of diagnostic data is 

often linked to the implementation of security measures on the platform, the lack of clear 

purposes means that one cannot be sure of their beneficial use. 

988. The separation of core services and additional services, as well as customer data and 

service data, may initially be perceived as positive, as it allows Google to distinctly delineate 

controllership, thereby specifying the entities responsible for determining the intended 

purposes. However, the Dutch case, where multiple DPIAs have been carried out, has shown 

that this separation is not straightforward and can be difficult to operationalize in practice. Even 

when schools were required to disable additional services (as they are not in control of the 

processing of data and Google would not have a legal basis to process them in that context), 

students would often create personal accounts to use them, ensuring a smoother integration 

between services. 

989. The DPIAs also highlighted that the data flow between accounts and among core and 

additional services lacked clarity. Consequently, even when the school initially defines the 

purposes for processing student data, the structure of the services facilitates the collection of 

data for commercial purposes. 
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990. In a study conducted on the terms of use and privacy policies adopted in 2021 by Google 

Workspace for Education, the ones analyzed by Privacy Company, Hopper et al. (2022) also 

demonstrated the difficulty of identifying the data collected by Google Workspace for 

Education and the purposes for which they are processed, as it employs various terms to 

describe data types, leading to confusion and complexity. 

991. Finally, there was little or no discussion in relation to the use of AI systems within 

Google Workspace for Education and how the purposes of processing personal data were 

impacted. If data were collected to provide the service to schools and is being further used to 

train AI or improve Google’s service, a careful analysis of art. 6(4), GDPR, would be 

imperative. 

11.1.3 Lawful Bases 

992. The appropriate legal basis for processing data related to Google Workspace for 

Education by schools was widely discussed by the EU MS authorities. Some cases were brought 

to their attention due to complaints regarding the absence of parental consent for schools to 

process data within the platform. The Danish DPA clarified that the Municipality’s use of art. 

6(1)(e) of the GDPR was correct, and consent was not applicable ] for the provision of Google 

Workspace for Education Core Services and the creation of individual user accounts within the 

platform. 

993. In the Norwegian case, some municipalities relied on consent, the performance of a 

contract, and the legal obligation to process students’ data. However, the DPA determined that 

in all cases, the appropriate legal basis should be the task carried out in the public interest, as 

outlined in art. 6(1)(e) of the GDPR. Similarly, in the Finnish case, the authority concluded that 

relying on a legal obligation was not lawful, as the Finnish Education Act lacked specificity 

and did not mandate the use of digital technologies. Consent was also deemed inappropriate 

since data subjects would not be able to provide it freely. 

994. Although not much detail has been provided within the publicly available decision, the 

case discussed under the Hessian DPA’s jurisdiction briefly mentioned the fact that consent 

should not be used as a legal basis to justify the use of cloud services such as Microsoft Office 

365 and Google Workspace for Education. 

995. In Spain, the authority provided two different opinions on the matter. In one instance, 

the AEPD determined that consent was not suitable as a legal basis for processing students’ 
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data under Google Workspace for Education by schools, as requested by the complainant, due 

to the power imbalance between the school and the data subjects. In this case, the appropriate 

basis would also be art. 6(1)(e), GDPR. Nonetheless, in a very similar case, the authority did 

not consider consent as an inappropriate legal basis but still deemed it invalid due to the lack 

of adequate information provided to the data subject. 

996. The appropriateness of consent was also discussed within the Netherlands case, though 

focused on the processing of data within additional services by Google as a controller. 

According to the DPA, consent was also not considered to be the right lawful basis, as there 

was a clear imbalance of power between schools and parents/children, and it would not be freely 

given. 

997. Within the EU, most of the cases indicate that art. 6(1)(e) is the most appropriate legal 

basis to be used when schools are processing data as controllers within the deployment of 

Google Workspace for Education. In cases where Google would like to process personal data 

for their own purposes, such as within additional services, a new legal relationship between 

them and the data subjects must be established, and a new legal basis defined. An important 

issue remains, however, regarding the data that Google has access to only because of its 

relationship with schools. If data is used for training AI, for example, the question remains 

whether schools could be recognized as joint controllers as this would probably not fall within 

their responsibilities as public entities and, therefore, the legal basis of art. 6(1)(e). 

998. A similar issue was also observed in Brazil. Since the reviewed documents only 

comprised those publicly disclosed by Google, it remained unclear which legal bases schools 

relied upon to process children’s data within the platform when acting as controllers. Google’s 

privacy notices did not provide a clear enumeration of legal bases for their processing activities. 

However, within its ToS for Google Workspace for Education, Google stipulates that schools 

must “obtain parental consent for the collection and use of personal data in any Additional 

Products that the Customer intends to enable before allowing End Users under the age of 18 to 

access or use such Additional Products.” As previously discussed, this statement raises 

significant concerns. Not only does Google assume the role of controller in this scenario, but 

relying on consent may fail to meet crucial criteria outlined in the LGPD, such as being freely 

given and ensuring compliance with age of consent requirements. 
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11.1.4 Transparency obligations  

999. The provision of information to data subjects under arts. 12-14, GDPR, was also subject 

to analysis in some EU cases. In Norway, the Municipality in question held a meeting with 

parents, where information regarding the processing of data was said to be presented. The DPA 

was of the opinion that having this type of meeting or only referring to Google’s ToS was not 

sufficient and should be supplemented by information in writing, especially considering the 

services being targeted at children. This is particularly important when Chromebooks can be 

used for private purposes with private accounts. 

1000. In Spain, the AEPD considered that the documents provided to parents were insufficient 

to comply with the information requirements in the GDPR. Key information was missing from 

the documents, and they were not written in a language that children, as data subjects, could 

understand. In the case of Finland, the DPA found Google’s ToS general and difficult to 

interpret, meaning that there was a risk that the processing activities were not properly defined. 

1001. It is important to emphasize that Google’s ToS establish a relationship and are binding 

between the school and Google. In cases where the school is a controller, it must provide 

appropriate information to the data subjects and include how it also processes student data 

beyond what was agreed upon with the processor. This information must be aligned with the 

understanding of children when they are the data subjects. 

1002. In the Brazilian case, it was not possible to ascertain the information that schools were 

providing to data subjects. However, the review of ToS and privacy policies applicable to 

Google Workspace for Education in the country revealed a lack of essential information as 

mandated by the LGPD. 

1003. First, pertinent information regarding data processing is scattered across different 

documents, some of which are solely available in English. The documents are the same for 

children and adults alike, which directly infringes art. 14, §6º, LGPD. Concerning their content, 

details about the data collected and the purposes for their collection are vague and incomplete. 

Data subjects are not afforded the option to access additional information if desired, and crucial 

details such as the duration of data processing, the respective roles and responsibilities of 

Google and schools, data sharing practices, and procedures for exercising data subject rights 

are notably absent. 

1004. In a similar exercise of reviewing Google’s ToS and privacy policies, Hooper et al. 

(2022) emphasized the large number of documents and legal terms (over 60) that schools must 
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navigate in order to understand Google Workspace for Education’s activities. Determining 

which one is applicable mainly depends on the context and services used by the school. The 

same conclusion was reached by Marrafon and Fernandes (2020) while analyzing the 2019’s 

policies applicable to the Brazilian reality. The policies were scattered, many of them only 

available in English, and the actual implementation of each one was challenging to define. This 

gets even more difficult when third-party apps are used within Google Classroom through its 

API, as mentioned above.  

11.1.5 DPIA and risk assessment  

1005. The EU cases described above show how important and yet challenging it can be for 

educational institutions to assess the risks to the rights of the data subjects involved in the data 

processing. Most cases discuss the need to carry out a risk assessment on the security of data 

processing (art. 32, GDPR), and/or a DPIA (art. 35, GDPR). 

1006. In relation to the obligations under art. 32, GDPR, the Danish DPA found that the 

Helsingør Municipality should have conducted a risk analysis to identify the risks that access 

to Google Workspace for Education’s additional services would entail. In that case, it meant 

that students’ personal data were being displayed when they used YouTube. In the Norwegian 

case, the DPA found that when acquiring hardware and software to be used in education, 

municipalities have an obligation to carry out a risk assessment based on art. 32, GDPR. 

Although some of the municipalities have done so, it was not considered sufficient as they have 

not implemented safeguards to keep themselves up to date about the changes in Google’s ToS. 

1007. Although the actual list of processing activities that are considered high risk differs from 

authority to authority, there is a high degree of convergence in the cases presented above. The 

Danish DPA found that the Municipality in question should have carried out a DPIA because it 

involved new and complex technology and data from children were being processed. The 

authority considered that the risk was especially higher because the technology was 

implemented within the scope of education and because other products offered by Google were 

financed by targeted advertisement and selling of information. The first two reasons were also 

mentioned by the Norwegian DPA due to the application of a new technological or 

organizational solution (in that case, the use of cloud services in primary schools) and the 

processing of personal data of vulnerable data subjects. 
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1008. The lack of a DPIA constituted the main reason to initiate investigations within the 

scope of the Swedish DPA. Although the controller had conducted a DPIA when the service 

was first implemented in 2014, it failed to review it in 2020, when the service was migrated to 

the controller’s own IT environment. The IMY considered that the case would fulfil two criteria 

for carrying out a DPIA, namely the large-scale processing of data and the processing of data 

pertaining to vulnerable individuals. 

1009. The first case brought before the Spanish DPA highlighted the incompletion and 

inadequacy of the conducted DPIA. Although the assessment had been carried out using a 

template furnished by the authority, it failed to account for the unique aspects of the case, 

notably the processing of children’s data. 

1010. Finally, the Dutch case stands out when it comes to performing a DPIA. Of all the cases, 

this was the most comprehensive one and delved the deepest into the specifics of the 

technology. This was only possible due to the DPIAs and audits conducted by the Privacy 

Company on behalf of educational institutions. Several risks were only identified through these 

analyses, which most likely would have also emerged if they had been conducted in the cases 

discussed by other DPAs. This illustrates that conducting well-executed DPIAs is extremely 

time-consuming and financially demanding, which may not necessarily be feasible for schools 

in other situations. Furthermore, it demonstrates that despite modifications made by Google, 

these changes led to the need for new assessments, uncovering additional issues. 

1011. Thus, more than just a step in the adoption of technologies, the DPIA should be 

something carried out constantly, especially when there are changes in the technological or 

organizational situation. In a situation where the company offers standard ToS for schools and 

has the prerogative to change them at any time, the latter find themselves in an extremely 

complicated situation. This prompted the Belgian authority VTC to assert that for schools, 

conducting DPIAs is not merely difficult but frequently unfeasible. Apart from the shortage of 

human and financial resources necessary for such undertakings, schools also lack real visibility 

of the risks posed by the technology. The collaborative decision-making model identified in the 

Netherlands and Denmark, for example, where human and financial resources are pooled, may 

be an effective way to address this problem. Furthermore, focusing on technologies over which 

the state and schools have more control can also help solve it. 
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11.1.6 Data Transfers 

1012. Data transfers between the EU and third countries can be carried out under certain 

circumstances defined by Chapter V, GDPR. In the case of the US, this has been historically 

legitimized by adequacy decisions based on art. 45, GDPR. However, the situation has become 

increasingly complex over the years, due to invalidations of these arrangements by the CJEU. 

Two main challenges in this regard were identified by the Court, namely  

(1) a lack of legal safeguards to ensure that any governmental access by the US 
authorities is necessary and proportionate from the perspective of the EU Charter, 
considering the substantial interference with EU fundamental rights such 
governmental access poses; (2) a lack of effective legal remedies for affected data 
subjects in the EU in order to enable them to access their personal data or to rectify or 
erase them (Drechsler et al., 2023, p. 5). 

1013. In the analyzed decisions within the EU, the transfer of data to the USA emerged as a 

recurrent theme. In the Dutch case, the Privacy Company’s 2021 DPIA found that the only two 

relevant differences between the free and premium versions of Google Workspace for 

Education were additional security measures and the option to select EU data center storage for 

specific Core Services. Nevertheless, certain data processing activities, like providing technical 

support to users, might still involve transfers to the USA. 

1014. As a result of the jurisprudence in Schrems-II and of the EDPB measures that 

supplement transfer tools to ensure compliance with the EU level of protection of personal data 

(EDPB, 2021), schools would need to perform a risk analysis of the transfers outside the EEA. 

In the Netherlands case, it was unclear if schools would be able to use Standard Contractual 

Clauses (SCC) due to the change of the definition of international transfer in the SCC published 

by the Commission in 2021. If that were the case, schools would be required to implement 

supplementary measures to guarantee compliance with the EU’s standards for safeguarding 

personal data. The same was identified in the Danish and Finish cases. 

1015. The EDPB recommends the employment of strong encryption as the best measure to 

mitigate the risks associated to unlawful processing when transferring data outside of the EEA. 

Although the municipality in the Danish case argued to use encryption when data was 

transmitted and processed by Google, it was not considered strong enough by the DPA, as 

Google could still access the information in plain text. 
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11.2 Appropriation of resources through the lack of compliance with the data protection 
framework 

1016. An important element of data colonialism, as described in Chapter 3, is the appropriation 

of resources. Data are seen as readily available and abundant, much like a natural resource such 

as oil or minerals. This perspective leads to the perception that data can be harvested, exploited, 

and used without considering the implications or consequences for the individuals and groups 

from whom the data is collected. Just as historical colonial powers exploited land, natural 

resources, and labor from colonized territories, the social quantification sector may similarly 

exploit data without sufficient regard for people’s rights to privacy, data protection, and 

autonomy. 

1017. Viewed through the lens of data commodification, data are perceived as traces left 

behind by individuals or groups when utilizing technology, as something that naturally exists, 

representing missed opportunities if not adequately harnessed. However, as we have previously 

discussed, data always result from an abstraction process, one facilitated by specific design 

choices. 

1018. As discussed in section 11.1, non-compliance with data protection regulations is an 

important means to guarantee that more data are available for the company’s commercial 

purposes. Both Google and the public entities using its services have failed to adhere to 

fundamental rules outlined in the GDPR and LGPD. This was particularly evident in the 

Netherlands and Denmark cases, where more comprehensive investigations into the 

technology’s functionality were conducted, either through third-party DPIAs or by the DPAs 

themselves. 

1019. The lack of compliance is generally disguised by very specific narratives that help 

justify data colonialism, which is also one of its main aspects as highlighted by Couldry and 

Mejias (2019). Apart from this broader narrative of data commodification, the strategy adopted 

by Google is related to what Lindh and Nolin (2016) define as a front end/back end strategy. 

While the service’s advantages are evident to users (front end) such as free services and 

interoperability, the back-end activities are relatively hidden by a specific narrative. The authors 

have analyzed Google Apps for Education’s (now Google Workspace for Education) policy 

documents and concluded that they had the aim of “disguis[ing] the business model and 

persuad[ing] the reader to understand Google as a free public service, divorced from 

marketplace contexts and concerns” (Lindh; Nolin, 2016, p. 650). This is done through many 
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different tactics such as focusing on the benefits for user experience (benefiting rhetoric) and 

framing practices related to their business model as minor aspects of their activities (side-lining 

rhetoric) (Lindh; Nolin, 2016). As observed, it also involved using specific language that fosters 

the perception among users that the information Google collects is not personal data, but 

“service” data. 

11.3 Unequal data relations and global distribution of the benefits of resource appropriation 

1020. Apart from the appropriation of resources, justified by specific narratives, data 

colonialism is also embedded in unequal social-economic relations and unequal global 

distribution of the benefits of resource appropriation. Although these are two separate 

components, they can certainly be identified together in the cases described above. Chapter 9 

has described Google Workspace for Education and the business model it relies upon. It showed 

that the data relations established by Google and schools are unequal for several reasons. 

1021. First, it is important to emphasize that providing digital technology solutions for 

education is not Googles’ main activity. Google’s business model is primarily based on data 

harvesting and targeted advertising. Some view Google’s offer of this edtech for free as a 

genuine act of charity, something the company does to fulfill its social role in the world and 

improve it. While this may indeed be part of a broader justification for its provision (see 

discussion in Chapter 9), the facts above demonstrate that children’s data have been processed 

for purposes contrary to their best interests. The true intention behind the technology, or the 

narrative presented by the company, loses significance when such evidence is brought to light. 

1022. As stated in the mapping exercise conducted in Chapter 8, the very way AI systems 

operate brings several challenges to the exchange of necessary information between data 

controllers and processors. It is not easy to identify which data have been used by these systems 

to draw inferences or make decisions, as well as the weight each piece of data has. Schools 

generally lack the expertise and resources required to obtain relevant information about their 

operation, not only to procure the service but also to ensure its compliance with data protection 

rules and the best interest of children. The opacity of the operations conducted with personal 

data, therefore, not only interferes in several rights put forth in the data protection frameworks, 

but also increases the power imbalance between schools and edtech providers. 

1023. This is even more serious in the Brazilian context, where the lack of investment in 

education and sovereign digital infrastructure makes partnering with companies that provide 



272 

 

 

their products “for free” much more attractive. During the pandemic, when states and 

municipalities had to switch from in-person to online classes overnight, employing these 

technologies was the only way to maintain educational activities. Therefore, data colonialism 

feeds into a vicious cycle. By adopting free education technologies, the investment in sovereign 

technologies is further neglected and the possible available budget passed on to other sectors.  

1024. It further emphasizes the influence wielded by the social quantification sector over 

individuals as a whole. This is evident as the accumulation of data enables deeper insights to 

be extracted, thereby amplifying the potential for manipulation by these entities. This is even 

more problematic when it comes to educational data, which are so valuable within a human 

profile and so indicative of a country’s human capacity and resources. 

1025.  The power imbalance among the involved actors also results in the benefits of data 

appropriation being concentrated in the hands of the social quantification sector. Considering 

the provision of technology by private actors, any crucial insight that can be derived from data 

collected within education remains restricted to the information that the company is willing to 

share with the government. Public entities lose the capacity for adequate analysis of the 

implemented public policy and the use of data for other purposes aligned with children’s 

development and education. 

11.4 Digital sovereignty 

1026. We have discussed above the key elements of data colonialism, how it manifests, and 

how it could be identified through the mapping of challenges undertaken in the preceding 

chapters. It is now essential to delve deeper into something that underlines these aspects, which 

has been directly addressed in certain EU cases and is closely linked to some of the potential 

solutions that will be highlighted in the conclusion of this thesis. 

1027. The cases mentioned above all involve elements of digital sovereignty, a critical concept 

associated with the imperative to bolster the autonomy of individuals and society in the face of 

data colonialism. The German case in Hesse, for instance, gained attention due to Microsoft’s 

announcement that its services would no longer be delivered through a German cloud. This 

implied that the state’s control over the data processed by these services would be affected, 

prompting a reconsideration of other services, such as Google Workspace for Education. In a 

similar fashion, France decided that Microsoft and other cloud services like Google do not 

comply with its Cloud at the Center doctrine, and their provision of free services would also 
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impact competition and be contrary to public procurement rules. The Danish, Dutch, and Finish 

cases relied on digital sovereignty arguments while focusing on Google Workspace for 

Education’s compliance with data transfer requirements outlined in the GDPR, particularly in 

light of the latest developments on this matter within the CJEU.  

1028. Discussing digital sovereignty solely through the lens of competition, data localization 

and data transfers can be narrow, and other aspects should be highlighted. After providing a 

brief definition and main aspects of the concept, I will analyze additional elements that could 

have been identified by the authorities, which can be highly significant for the development of 

digital sovereignty also in the Brazilian context. 

11.4.1 The concept of digital sovereignty 

1029. The modern concept of national sovereignty is based on an analog world, and 

encompasses the power exercised by the state on all affairs within its territory, such as its 

resources and people. The digital environment, however, puts tension on this concept, as it lacks 

physical boundaries and is mostly subjected to private forces, especially multinational 

corporations, which makes it increasingly globalized (Floridi, 2020, p. 372). Therefore, rather 

than being just a subcategory of sovereignty, digital sovereignty affects the core of political 

institutions and their very ability to exercise sovereignty in a broader sense (Smuha, 2023a, p. 

3).  

1030. Digital sovereignty can be understood as the “control of the digital”, i.e., the ability not 

only “to influence [it] (e.g. its occurrence, creation, or destruction), [but also] its dynamics (e.g. 

its behavior, development, operations, interactions), including the ability to check and correct 

for any deviation from such influence” (Floridi, 2020, p. 371). This could be understood in 

relation to individuals and their ability to shape the digital sphere in a self-determined way or 

in relation to states (Herlo; Ullrich; Vladova, 2023; Núcleo de Tecnologia do MTST, 2023). 

1031. In the case of states, this can occur in two ways. First, by controlling the digital 

infrastructure, which includes capital resources (such as software, hardware, standards, and 

cables); intellectual resources (such as human resources and institutions); and financial 

resources to experiment and design new models and possibilities (Pinto, 2018, p. 17). Second, 

by controlling a country’s destiny through public policies (Lefèvre, 2023) and norm-setting 

capacity (Smuha, 2023a, p. 8). 
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1032. The control of digital infrastructure is challenging, and will depend on the policies, 

political power, international pressure and influences, as well as resources available to each 

country. It requires understanding that allocation of resources to this area is essential for the 

existence of democracy and people power. This is enough to demonstrate how dangerous and 

detrimental short-term policies like accepting free services from foreign technology companies 

with data-driven business models can be. However, considering the broader context also 

involves recognizing that some countries have limited choices. 

1033. Policies focused on the adoption of open-source software, for example, can be an 

interesting path in the case of countries with few resources (European Commission, Directorate-

General for Education, Youth, Sport and Culture, 2021, p. 142), as, in addition to being free, it 

is open to public scrutiny. However, this alone is insufficient to build a robust digital policy in 

a given country. This inadequacy arises not only from the need to prioritize sustainability and 

achieve widespread adoption, but also from the pervasive influence of private entities and 

foreign states in shaping public policies through lobbying and manipulation. This demonstrates 

how the two types of control in digital sovereignty—economic and normative—are 

interconnected (Pinto, 2018, p. 21; Smuha, 2023a). 

1034. The relationship between companies and states is also asymmetric in the digital age, 

with the latter frequently depending on the infrastructure provided by the former. Companies 

are currently the ones determining the nature and speed of technological change, while states’ 

role is often perceived as being able to control its direction (Floridi, 2020, p. 371). However, 

this has not been the case for most countries, which already struggle to set this direction, let 

alone innovate and proactively consider what kind of technology serves best the public good 

and aligns with the state’s strategies, such as through procurement mechanisms (Mazzucato, 

2019, 2020). 

1035. Controlling a country’s or even a supranational entity like the EU’s digital destiny 

through legislation and public policies can also be extremely challenging in a globalized world. 

This includes dealing, for example, with the intense lobbying of tech companies and foreign 

states in the definition and drafting of policies, investment plans, as well as in proposing specific 

legislation related to the digital domain. Defining digital strategies through policy can, for 

instance, be influenced by consultancy firms, which are increasingly moving from the sidelines 

to the center of important decisions within the public sphere. Their business models, underlying 

conflicts of interest, and lack of transparency are ever more a problem to our democracies and 

economies (Corporate Europe Observatory, 2023; Mazzucato; Collington, 2023). 
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1036. The AI Act serves as an important example of the influence on the legislative activities 

themselves. A report published by Corporate Europe Observatory, for example, showed how 

the EU’s pioneering attempt to regulate AI has faced intense lobbying from USA tech 

companies. This happened not only through pressure from the corporations themselves but also 

through covert groups, tech-funded experts, and the USA Government (Schyns, 2023). These 

activities have been ongoing since the initial drafting of the act, and previous research indicates 

that this is not an isolated case (Bank et al., 2021).  

1037. Even when legislators are able to pass regulations, the latter still have their limits 

because of possible poor choices while legislating or the difficulties related to their enforcement 

(Massé, 2022; Smuha, 2023a). Therefore, more than regulating technologies themselves, it is 

important to actually regulate the incentives to undermine regulation, such as the widespread 

DDBM depicted above. 

1038. Strengthening digital sovereignty is certainly not linked to anachronic notions of digital 

sovereignism or digital statism. It does not involve replacing a nation’s sovereignty, it rather, 

seeks to complement it with a contemporary digital counterpart. This kind of digital sovereignty 

serves as a crucial enabling factor to sovereignty in general, offering a broader array of 

advantages, such as harmonization (including standards and requirements), ensuring a fair 

competitive environment, and fostering greater opportunities for coordination among all 

stakeholders (Floridi, 2020, p. 375). 

11.4.2 Data colonialism actors and digital sovereignty 

1039. Before considering how we can broaden the notion of digital sovereignty as identified 

in the cases above, it is first important to remember that the network of actors and powers 

involved in historical colonialism are not the same as in data colonialism. 

1040. Despite being the protagonist of historical colonialism, Europe is also grappling with 

the adverse effects of data colonialism. The GDPR and, more recently, the European Data 

Strategy stand as clear illustrations of the EU’s attempt to guarantee digital sovereignty and 

pursue a “third way”, different from the laissez-faire USA approach and China’s state-

controlled model. 

1041. Indeed, historical, social, economic, and cultural disparities—often remnants of 

historical colonialism—have resulted in more extensive identification and discussion of data 

colonialism issues in Europe. This includes not only data protection issues but also how big 
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tech companies’ operations impact competition and the democratic discourse through 

disinformation and manipulation. The EU is trying to reverse its position in the world regarding 

digital technologies, investing in new legislation that seeks to give individuals and companies 

more control over their data, and directly in infrastructure based on European values, in order 

to reduce its dependence on foreign technologies.  

1042. Heidebrecht (2022) is of the view that stakeholders and public authorities (rather than 

business actors), have gained greater significance in the EU’s digital governance processes, 

leading to the introduction of more market-correcting instruments. In Section 6.3, I briefly 

discussed how, despite the importance of the EU data strategy for bolstering digital sovereignty, 

it may still be imbued with a narrative of data flow that is detrimental to individuals and society. 

It fails to adequately address the root causes of data colonialism, such as data commodification. 

Delving deeper into this topic unfortunately falls outside the scope of this thesis. 

1043. On the other hand, most countries in the world are still trying to keep up with drafting 

and implementing basic legislation, such as personal data protection laws. Countries within the 

Global South have fewer material resources and political power available to independently 

shape their digital destiny and tame the social quantification sector, which is one of the 

reminiscences of historical colonialism. This includes the enactment and enforcement of new, 

stricter legislation, as well as the creation of a sovereign infrastructure that enables the 

implementation of new perspectives regarding the role of data in society. 

1044. This is especially challenging within the current political scenario, where many of the 

pieces of legislation are “imported” from Europe, the GDPR being a great example of the 

Brussels effect. Although driven by good intent, this kind of universalism can ignore the 

particularities of each country, especially when it comes to their institutional design, social-

economic situation and cultural specificities. Merely transposing legislation can be meaningless 

if strong enforcement mechanisms are not in place (Arora, 2019).  

1045. On the contrary, the existence of stricter legislation without adequate enforcement can 

even legitimize harmful practices and hinder the demands for the realization of the most basic 

human rights. Within the context of Brazil, the  

“[p]olitical, economic and social challenges have prevented, and still prevent, the 
construction of a complete citizenship […]. Although influenced by the philosophical 
discourse of modernity, the adoption of legal models in Brazil has occurred, in various 
situations, in a particular and partial way, as in a real game of imitation, an incomplete 
and untimely simulacrum of never-realised expectations” (Negri, 2021, p. 8).  
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1046. This is especially interesting considering that, as I have shown in Chapters 7 and 8, the 

legal framework that governs personal data processing in the EU and in Brazil are extremely 

similar. The LGPD is based on the same structure, spirit, and principles of the GDPR, with only 

some specific differences. However, considering the existence of vulnerability layers and the 

material differences between the two jurisdictions, the laws are not necessarily applied equally.  

1047. It must also be considered that these differences, although to a lesser extent, also exist 

within the EU. As will be discussed below, the decisions made in the region regarding Google 

Workspace for Education have mainly come from wealthier and more politically powerful 

countries that allocate more resources to education and personal data protection, therefore 

affording to be stricter with the social quantification sector. 

11.4.3 A broader notion of digital sovereignty 

1048. To expand the scope of digital sovereignty beyond the parameters delineated by EU 

competent authorities, we can identify interesting elements emerging from the decisions that 

go beyond competition and data localization/data transfer concerns. 

1049. The first one is the very existence of resources that allowed for enforcement and 

negotiations with Google that led to amended contracts. In the case of the Netherlands, for 

example, the Government has been able to engage Google in months of highly technical 

discussions based on several DPIAs and deep analysis of the technology. This indicates that 

they have both capital and intellectual resources at hand to comprehend the implications related 

to the processing of children’s data. The symbolic power of the Dutch DPA also played a 

significant role, as some even consider that certain USA tech firms now view the Dutch 

endorsement as a prestigious status symbol, as a seal of approval that they have navigated one 

of Europe’s most rigorous data protection compliance procedure (Singer, 2023). 

1050. Secondly, a centralized approach was key to enhance their bargaining power and 

making the solution scalable. They have demonstrated that this is possible not only by 

centralizing procurement activities within a specific government entity but through 

cooperatives of schools and universities. Most schools would not have the means, power, and 

expertise to independently audit technologies, so cooperatives represent their collective interest 

and preserve, at the same time, some of their autonomy. The same centrality through 

cooperatives was identified in the Danish case. One of the cases that took place in Germany, on 

the other hand, demonstrates the imbalance of power and the need for collective approaches. A 
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student in Dortmund refused to use Google Workspace for Education due to privacy concerns 

but faced technical and discriminatory issues within the school.  

1051. However, it is essential to consider that focusing solely on the strategies outlined above, 

while crucial and indicative of the potential for effective enforcement of the GDPR, may not be 

sufficient to ensure the delivery of education in the best interests of children and in a manner 

that guarantees digital sovereignty. 

1052. These negotiations do not address the core issue of data commodification/data flow 

paradigm and the market incentives related to the business model of big tech platforms. 

Children get used to these platforms and are continuously subjected to surveillance and 

detrimental practices as soon as they leave the controlled school digital environment. The 

persistence of the business model and incentives for massive data collection also mean that new 

risks can continuously arise, as highlighted in the most recent DPIA conducted in the 

Netherlands.  

1053. The case of France, in this sense, is particularly noteworthy not only because it bans 

certain technologies based on a digital sovereignty perspective, but also because the decision 

was taken by the French Minister of Education and Youth. The possibility of making decisions 

including broader political considerations beyond the data protection framework (which 

becomes more difficult when this is done by DPAs), suggests that other elements beyond 

compliance should be considered. 

1054. Lastly, entrusting crucial digital infrastructures to private entities often involves 

surrendering education-related data that could be used by governments and civil society in the 

best interest of children, such as to develop privacy-preserving technologies, as well as 

innovative and collaborate solutions to improve learning (Hooper; Livingstone; Pothong, 2022, 

p. 56). 

1055. This is where digital sovereignty intersects with the imperative to challenge data 

universalism. We have observed how issues stemming from datafication, particularly certain 

business models, are systemic and global in nature. However, endeavors to identify solutions 

must consistently account for local specificities, encompassing both the material and cultural 

dimensions of knowledge production. It is essential to harness the full potential of each society 

to foster new imaginaries and conceive alternatives for the data future we aspire to build. 
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Interim Conclusion 

1056. Chapter 11 aimed at analyzing the information described in Chapter 10 to uncover 

convergences, divergences, and gaps. I have focused on examining the primary areas of conflict 

with data protection laws, as well as how they can be understood through a data colonialism 

lens. This analysis exposes a consistent failure of schools and Google Workspace for Education 

to adhere to data protection frameworks in the EU and in Brazil, revealing challenges that 

transcend regulatory compliance. 

1057. It also underscores the inherent challenges posed by the adopted business model, despite 

efforts made during negotiations to ensure compliance. Even if children’s data are not processed 

for target advertising, they may still be leveraged for other commercial purposes not necessarily 

aligned with their best interests. Additionally, children are familiarized and nudged to continue 

using these technologies outside the school environment and throughout their lives.  

1058. I have also discussed how a comprehensive understanding of digital sovereignty extends 

beyond issues of competition and data localization/transfer. The decisions taken within EU 

illustrate how the economic and political capital of the analyzed countries significantly 

influence their level of digital sovereignty, and, consequently, the decisions they can actually 

make. The social and economic disparities within the EU itself become evident as the countries 

in question belong to the wealthiest and most politically influential group in the region. 

1059. While adequate enforcement remains crucial, both within the EU and Brazil, it alone 

may not suffice to deliver education in the best interests of children or to ensure digital 

sovereignty, at both individual and collective levels. A discussion on the appropriate purposes 

for which children’s data are processed is needed. Entrusting essential digital infrastructures to 

private entities raises significant concerns regarding their business models and governance 

along with their potential short- and long-term impacts on society. There is a pressing need to 

challenge data universalism and collaboratively devise solutions that account for local 

specificities, while leveraging the unique potential of each community to explore alternative 

approaches in shaping the society we aspire to be part of. 

 

  



280 

 

 

CONCLUDING REMARKS 

1060. This thesis aimed to investigate the challenges that edtech presents to children’s rights 

to privacy and to the protection of personal data, and the extent to which the existing legal 

framework in both Brazil and Europe address them. In this conclusion, I will summarize the 

path taken to answer this question, along with the main findings and contributions of the 

research, which will be emphasized in italics for clarity and ease of reference.  

1061. From a descriptive approach, Part I aimed to set the scene and discuss the context of 

edtech deployment. Chapter 1 introduced and explained the concept of edtech, providing a 

historical perspective on the evolution of technology in education. The purpose of this historical 

overview extends beyond simply illustrating the steps taken for the current technologies to be 

available, viewing computers or AI technologies as the pinnacle of edtech technological 

development. Its primary aim was to discuss the methodologies and epistemologies behind 

previously adopted technologies that continue to shape contemporary technological paradigms. 

An important example in this regard was the development of so-called teaching machines, 

heavily influenced by behaviorist and mechanical views of education, which still impact how 

education is currently understood and delivered, especially concerning personalized learning 

technologies. 

1062. I have also discussed the concept of education, which directly informed the analysis 

made in the previous chapters. More specifically, I have embraced a comprehensive 

understanding of education, essential for framing history and future as a possibility. By 

conceiving education as not only capable of shaping children’s knowledge and skills but also 

influencing their worldview and ethical-political expressions, we recognize its profound impact 

on human intervention in reality and the development of their agency for effective change. 

Recognizing education’s transformative and multiplier role sheds light on the enormous power 

that edtech has on shaping society. This stresses the need to understand education and a highly 

political and strategic sector, which demands transparent, democratic, and fair decisions.  

1063. Given the vast quantity of technologies available, their diverse purposes, and the 

different risks they pose, the chapter presented a typology of edtech to systematize the complex 

landscape. The typology differentiated between technologies used to provide education and to 

learn about education. The first category was further branched to include technologies that 

support either educational institutions or teaching and learning activities. Although the latter 
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could also be seen as a single category, research has shown that popular technologies usually 

focus on replacing teachers and include minor modifications to support them at the end of the 

design process, such as dashboards. The different objectives also influence the analysis of 

necessity and proportionality concerning their impact on children’s rights to privacy and data 

protection. 

1064. Finally, the second broader category is related to technologies that seek to learn about 

how students learn. Although the technologies and data used to power them are often the same 

as those for supporting students, there is a difference in their purpose. Learning about how 

students learn is generally a phase of the data analytics process within edtech, and the insights 

developed therein are fed back into the AI model, influencing the student’s own experience 

while learning. Learning analytics technologies are usually employed to analyze data from 

longer periods and focus on structure interventions on the algorithm of AI system in general, or 

even on the curriculum and other elements that may prevent students’ progress.  

1065. Chapter 2 explored foundational aspects within edtech and how they interplay with 

long-standing discussions in education. The first important aspect of interplay involves the 

participation of private actors in the sector. The rise of neoliberal policies in recent decades has 

facilitated the marketization of education, either through privatization or commercialization.  

1066. The dynamic between states and private actors has long been established, but the 

increasing prominence of private sector involvement, particularly in providing digital ICT to 

schools, has fundamentally altered the very nature of education, i.e., what we understand by it 

and how it should be realized. Education is increasingly seen as a private good; students and 

their families as consumers; and the dynamics of the private sector as the main way to “deliver” 

it.  

1067. This trend serves as a catalyst for the learnification phenomenon, wherein education is 

narrowly regarded as synonymous with learning. The emphasis shifts to the transmission of 

knowledge and skills that individuals should acquire, along with the exploration of efficient 

methods to achieve it. This approach sidelines other crucial aspects of a holistic view of 

education, such as the subjectification and socialization of individuals, as well as  education’s 

collective impact and its key role as a foundation for democracy. This broader understanding 

of education was captured by Paulo Freire’s definition of education, as described above, and 

complemented in Chapter 5 by the aims of education outlined in art. 29, CRC. 
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1068. This limited perspective on education further encourages classroom quantification, 

aligning itself with the educational measurement movement and processes of datafication. 

Education is seen as something that could and should be modeled and standardized. Beyond 

concerns about the validity of measurements and what may be overlooked, this mindset shapes 

curricula and pedagogical methodologies, with targets and indicators being mistaken for the 

quality of education itself.  

1069. This notion is reinforced by the logic that governs platforms, which increasingly define 

the landscape of edtech implementation. As an interface that intermediates the user experience 

and the role of its provider, it helps concretize and interpret abstract processes. They are also 

progressively integrating aspects of other commercial services, including customization and on-

demand features. While this can potentially enhance engagement, it reflects a belief in learning 

as a prescriptive process, impacting students’ and teachers’ autonomy, and naturalizing the 

processing of extensive amounts of data. 

1070. Chapter 3 presented the theory of data colonialism as a theoretical and normative lens 

that guided the discussions in this thesis. The theory refers to an emerging order of appropriation 

of human life and social relations through data, arguing that our current relationship with 

personal data could be seen as an extension of historical colonial practices. The datafication of 

life leads to the progressive reconfiguration of larger parts of the social domain, as it is 

increasingly built to generate data. This positions technology companies as privileged 

providers not only of social solutions but also of social knowledge.  

1071. To better explain their rationale, Couldry and Mejias articulate four main interlinked 

components that historical colonialism and data colonialism share: appropriation of resources, 

unequal social and economic relations, uneven global distribution of the benefits of resource 

appropriation, and ideologies that help us make sense of the new order. 

1072. Data are appropriated by the social quantification sector, making use of already existing 

unequal data relations or creating new ones. These relations are extremely asymmetrical due to 

(i) the opacity of the operations conducted with personal data, (ii) the powerful overview of the 

social world that these companies possess as a consequence, and (iii) the fact that they are built 

on top of historical asymmetries, often as a product of historical colonialism. This intensifies 

the disparity in value distribution and is justified through specific narratives. Importantly, this 

theory recognizes that data colonialism affects some people more than others. It means that 

children, for example, due to their specificities explained in Chapter 4, will have extra layers of 
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vulnerability compared to adults. Similarly, underprivileged communities will also present 

additional layers of vulnerability that can profoundly affect their experience with edtech. 

1073. Based on this conceptual overview, Part II focused on describing and evaluating the 

current legal framework applicable to children’s rights to privacy and to the protection of 

personal data in the EU and in Brazil. I first discussed why children deserve differential 

treatment in Chapter 4. The chapter explored their special status as humans in development, 

which brings them an extra layer of vulnerability. Specifically within the digital realm, 

understanding the implications of data processing is already difficult enough for adults. More 

than a way to enhance fundamental rights, digital technologies are increasingly the gateway for 

their realization and children have often no choice whether they would like to use them or not 

for the most different purposes. They are less experienced, can be easily manipulated, and 

decisions concerning them are generally taken by others on their behalf, and by having been 

raised surrounded by technologies, children’s lives are increasingly datafied, meaning that they 

have proportionally larger digital footprints compared to adults. 

1074. The chapter also introduced a risk classification of children’s online presence. The 

matrix included risks to their privacy, broadly understood as encompassing the interpersonal, 

institutional, and commercial dimensions. It discussed how privacy risks are cross-cutting and 

extremely connected to other risks children face in the digital realm, reinforcing the need for a 

holistic children’s rights approach. Finally, the chapter underlined the specific implications that 

surveillance technologies have on children’s trust and development, which can hinder their 

creativity and critical thinking, directly impacting how they learn.  

1075. More importantly, this chapter underscored the need for a comprehensive and nuanced 

approach to children’s presence in the digital environment, which recognizes their distinct 

characteristics and developmental needs. It acknowledges the transformative potential of 

edtech in offering opportunities for learning, information access, and developing physical, 

social, and digital skills. This can help realize several rights enshrined in the CRC, such as the 

right to education, access to information, play, and freedom of speech. Innovation within the 

edtech sector should then be fostered to continuously play that role while being integrated into 

a broader pedagogical strategy based on scientific evidence. At the same time, along with 

opportunities, edtech also presents risks, as delineated in Part III. Consequently, policymakers, 

schools, educators, parents, and children must strike a delicate balance, ensuring protective 

measures while empowering children to grow autonomously. 
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1076. Chapter 5 was dedicated to presenting the CRC and some of its provisions related to 

the scope of this thesis. It emphasized that discussing the rights to privacy and to the protection 

of personal data in isolation is not feasible, as they mutually reinforce and impact other rights. 

For example, the realization of the right to education makes individuals more aware and critical 

of the issues surrounding them, enabling them to better exercise their rights to privacy and data 

protection. On the other hand, ensuring the latter is essential for the implementation of quality 

education, allowing children to feel secure in learning and interacting with educators and fellow 

students. 

1077. First, I presented some provisions considered to be cross-cutting standards that should 

be used to interpret and implement other articles of the CRC. The principle of the best interests 

of the child particularly stands out, as it should be viewed as a fundamental right, interpretative 

principle, and procedural rule. It also plays an essential role in raising the threshold regarding 

interferences with children’s fundamental rights, serving as a precautionary principle. These 

standards also include the right to non-discrimination, the right to be given appropriate direction 

based on the evolving capacities of the child, and the right to be heard. 

1078. Additionally, I have addressed three more substantial provisions: the right to privacy, 

the right to education, and the right to protection against economic exploitation. The objectives 

of education delineated in art. 29 of the CRC should consistently guide the advancement of 

edtech, ensuring it upholds children’s privacy from its conception.  

1079. Safeguarding children’s right to protection against economic exploitation is paramount 

within the digital environment and should go beyond the protection against child labor, 

encompassing any form of exploitation driven by economic and commercial interests. This 

stance resonates with the concept of data colonialism, which recognizes exploitation within the 

realm of data commodification. A critical implication of this perspective is that children’s data 

should not be exploited for commercial purposes not aligned with their best interests. This does 

not imply a blanket prohibition on procuring edtech or processing data for ancillary activities 

related to the provided service (such as invoicing). Rather, it means that children’s data should 

not be processed solely for the sake of commercial interests and financial gain, as this would 

also go against the need to prioritize their rights. 

1080. Chapters 6 and 7 discussed how the GDPR and the LGPD regulate the processing of 

children’s data and how these rules relate to the implementation of edtech by schools. The focus 

of these chapters was not necessarily on comparing laws, although something inevitable due to 
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their similarity, but on describing and evaluating their potential, limitations, and gaps to deal 

with the challenges presented in Part III of the thesis. The current legal frameworks of both 

jurisdictions already incorporate fundamental rules for safeguarding children’s data within 

edtech. However, there has been limited exploration into the specific purposes for which 

children’s data may be processed, as well as how the mindset of data commodification could 

serve as the root cause of various risks described in Chapter 8. While this could certainly be 

argued to fall within the scope of the right not to be subjected to economic exploitation, it has 

yet to be translated into enforceable obligations for data controllers beyond the existing 

prohibition of profiling for targeted advertising purposes in the DSA. 

1081. Despite not being the main focus of this thesis, considering the lack of a final text, the 

AI Act is also important in the discussion of AI-powered edtech more suitable for the best 

interests of children. It not only considers certain AI systems deployed in education as high-

risk, but also prohibits the use of emotion recognition in this environment. 

1082. High-risk systems must comply with various specific obligations, such as those related 

to data management, cybersecurity, accuracy, and the prevention of bias, which would address 

many challenges described in Chapter 8. However, it appears that the AI Act cannot be relied 

upon as a panacea. Several fundamental questions remain unanswered, including how to align 

the risk-based approach within an originally product safety legislation with the need to 

consider values such as human rights, democracy, and the rule of law, as well as the fact that 

risk assessment is self-assessed, what is problematic due to conflicts of interest. Despite still 

being behind in the legislative process and focusing more on the rights of those affected by AI, 

it is possible to say that similar challenges are going to be faced in the implementation of Bill 

2,838 in Brazil. 

1083. Part III was formulated based on a descriptive, evaluative, and normative approach, 

aiming to map the challenges posed by data-driven edtech to children’s rights to privacy and to 

the protection of personal data. Given that the majority of data processing activities within 

edtech involve AI systems, Chapter 8 initially focused on the overarching risks they present. 

It began by examining the process of datafication itself and the issues arising from the reduction 

and abstraction of reality into quantifiable variables. Additionally, it briefly addressed the 

training of AI systems and highlighted how the substantial amount of data required for their 

training and operation, along with the issue of repurposing data, already creates tension with 

the principles of purpose limitation and data minimization in the GDPR and LGPD. 
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1084. I have also emphasized the concerns surrounding data generation within AI systems and 

how ] inferences drawn therein can be tainted with bias and significantly affect individuals’ 

control over their data. I have argued that this issue does not seem to be fully addressed by 

either the GDPR/LGPD or the current text of the AI Act/Bill 2,338. Consequently, there should 

be a greater focus on the outputs of AI systems and the development of more tools for controlling 

personal data, such as the right to reasonable inferences.  

1085. Finally, I have also presented the challenges related to decision-making involving 

algorithms, such as profiling, predictions, and human interpretation of data. Decisions made 

within edtech have a direct bearing on children’s academic performance and their future 

prospects. Algorithmic predictions can not only solidify past circumstances, hindering social 

mobility, but also shape future outcomes as patterns are not merely identified but actively 

constituted. 

1086. After presenting horizontal challenges related to AI in education, I have also discussed 

specific ones identified within personalized learning, student monitoring technologies, and 

learning analytics. Technologies for personalized learning were analyzed as an example of 

edtech that aims to support students. Despite showing great potential, the evidence of their 

effectiveness in improving learning is currently weak. On the other hand, the risks already 

identified are significant. In their current form, this kind of edtech still excessively focus on 

individual efforts, sidelining social aspects of education, and the aspects that can truly be 

personalized are limited to the paths that will guide students to the same outcome. Students 

have a limited ability to define their overall educational goals and, more specifically, the design 

of the technology and the degree of data processing to which they may be exposed. 

1087. Another controversial issue about personalized learning is its internal dynamics and its 

tendency to amplify what the student is interested in and reduce their contact with the different. 

Besides being problematic for their learning and development as individuals, it can also affect 

how the student deals with diversity in society. The reductionist nature of data-driven 

technologies’ architecture can also lead to consider behaviors merely correlated with better 

academic outcomes being mistakenly identified as their cause and replicated for other students. 

1088. Chapter 8 also discussed monitoring and proctoring technologies as examples that 

directly automate and aim to support teachers’ activities. Although the purposes for the use of 

this kind of technology are usually noble, such as dealing with students’ mental health and 

preventing cheating, they are not necessarily effective and foster a surveilled environment. This 
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can hinder students from seeking help or expressing their emotions openly, as well as create a 

chilling effect that affects children’s learning and development. The focus on control and 

mistrust, under the guise of care, can undermine the development of ethical, responsible citizens 

and perpetuate biases and inequalities, disproportionately impacting more vulnerable groups. 

1089. Finally, this chapter described and analyzed technologies used for learning about 

learning, as explained above. The concept of learning analytics was discussed, as well as their 

role in leveraging data from students interactions with the AI model to generate insightful 

information about their learning process. They are usually employed to analyze data from 

longer periods and focus on structure interventions on the algorithm used by the AI system, or 

even on the curriculum and other elements that may prevent students’ progress. While learning 

analytics hold promise and provide valuable insights to enhance learning efficacy and 

efficiency, the collected data are generally used for purposes that may not necessarily prioritize 

the best interests of the child. 

1090. The rest of Part III was dedicated to understanding the Google Workspace for Education 

case in the EU and in Brazil in order to gain insights into its functioning, the business model 

behind it and how it affects children’s rights to privacy and to the protection of personal data. 

Due to Google’s primary role in pushing forward the current prevailing business model of data-

driven technologies and its widespread use in European and Brazilian classrooms, I argue that 

these insights could be extrapolated to other technologies. It helps us not only better understand 

how to enhance the enforcement activities of the current applicable legal framework, but also 

assess if further legislation or policies are needed.  

1091. Chapter 9 focused on describing what Google Workspace for Education is, its main 

features, and its role in Google’s broader business model. I have discussed how, although being 

considered free and part of the company’s initiatives focused on social responsibility, Google 

Workspace for Education is still tied to Google’s commercial interests. The blurred boundaries 

between core and additional services, with varying levels of data protection; their indirect 

access to children’s data via other edtech; and the use of data for other commercial purposes 

beyond targeted advertising demonstrate how Google Workspace for Education can be used as 

a strategic tool within its business model.  

1092. Chapter 10 examined the impacts Google Workspace for Education has had on 

children’s privacy and data protection in two different jurisdictions: the European Union and 

Brazil. To map the challenges faced within the EU, I have used decisions made by competent 
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authorities as a filter, taking advantage of their auditing capabilities and comprehensive DPIAs 

carried out within the scope of some cases. Such information is not available for the Brazilian 

reality, which prompted the examination of Google Workspace for Education’s ToS and 

Privacy Policies to check their compliance with LGPD whenever possible. This has been 

complemented by a literature review of studies that have also performed a similar exercise and 

gathered further data through information requests. We have seen that although both 

jurisdictions feature very similar data protection laws, they significantly differ in their levels of 

maturity regarding data protection culture, which directly impacts enforcement activities.  

1093. Finally, Chapter 11 analyzed the data described in Chapter 10 to find convergences, 

divergences, and gaps not only based on main areas of tension with data protection laws, but 

also through the lens of data colonialism. This analysis shows a systematized lack of compliance 

of schools and Google Workspace for Education with data protection frameworks and sheds 

light on broader challenges.  

1094. Two main conclusions could be drawn from the Google Workspace for Education case. 

First, adequate enforcement of the current legal framework is still needed to safeguard 

children’s rights to privacy and to the protection of personal data. Within the EU, there is 

evidently a greater concern regarding the use of edtech, particularly in relation Google 

Workspace for Education. However, there are also regional disparities that result in national 

decisions being primarily made by the wealthiest and most powerful countries within the bloc. 

In the case of Brazil, the enforcement of the LGPD is still in its early stages, and much still 

needs to be done to ensure that its rules are followed. 

1095. Second, even in cases where authorities negotiated with Google to align the employment 

of the edtech with the GDPR, the business model based on data commodification adopted by 

Google can be considered, in itself, harmful to children’s best interests. Although their data are 

not directly used for targeted advertisement within the core services, it is still processed for 

other commercial purposes. Children are familiarized and nudged to continue using the 

technology outside the school environment and throughout their lives. This results in the need 

to discuss the actual purposes we would like children’s data to be processed for and to rethink 

the epistemologies we currently use to understand the role of data within society. 

1096. We have seen that economic and political capital are essential to achieving even basic 

compliance with the GDPR. The social and economic disparities within the EU and between 



289 

 

 

the EU and Brazil highlight how profound the influence of the social quantification sector is on 

countries’ digital sovereignty and, consequently, on individual autonomy and democracy.  

1097. It highlights that despite the EU’s ongoing efforts to implement its data strategy, adding 

constant pages to its digital rulebook, it is still necessary to discuss the core essence of digital 

sovereignty. It prompts us to question whether the policies being implemented genuinely 

enhance both individual and collective autonomy, or are possibly reinforcing problematic 

DDBM. We should also question whether all the EU values are actually being considered, or if 

innovation and economic development of a few are being prioritized. In light of the Brussels 

effect, the ramifications of these policies need also to be carefully weighted, justifying global 

dialogues on digital sovereignty that effectively support individuals and communities beyond 

the limits of countries, blocs, and companies.  

Recommendations and indications for future research 

1098. Based on the findings described above, it is possible to outline a few recommendations 

and suggestions for future research. These are mainly focused on states, the primary duty 

bearers when it comes to implementing edtech in schools, but some are also directed to 

technology companies. 

1099. States have many roles to play in addressing the concerning scenario depicted 

throughout the thesis. Considering that the private sector is the main one developing edtech and 

that innovation requires investment, one of the best ways for states to steer it in the right 

direction is through public procurement. Public procurement should ideally be seen through the 

lens of a mission-oriented approach. This includes selecting pathways for the economy and 

placing the issues that require solution at the core of economic system’s design; crafting policies 

that stimulate investment, innovation, and collaboration among different stakeholders, making 

sure to involve both businesses and citizens; discussing the type of markets we as a society 

want; and using instruments to foster the most innovative solutions for addressing specific 

challenges according to our collective needs and purposes (Mazzucato, 2021). 

1100. When it comes to safeguarding children’s data, public procurement could serve as a 

mechanism to choose only the technologies that align with the societal goals we have 

collectively established. The thesis has demonstrated that this process is most effective when 

centralized to some extent, enhancing bargaining power with technology companies. It does not 

necessarily imply that it should only be carried by a single governmental actor but it could be a 
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collective decision-making process involving various schools or administrative entities. 

Collaborating interdepartmentally can also boost the full scale of public procurement, enabling 

the use of a substantially larger budget (Mazzucato, 2021).  

1101. If doing it at scale is not possible, states should provide schools with standards to 

understand and choose among vetted edtech products, as schools are probably not in the best 

position to evaluate and understand all of their nuances due to a lack of expertise and resources. 

(Hillman, 2022). A roadmap that can help schools and other administrative entities navigate not 

only the technological specificities of existing edtech but also existing evidence and the 

applicable legal framework is an interesting tool to be developed in future research. 

1102. As we have seen throughout the thesis, this can be a challenge in cases where the 

educational budget is insufficient or not prioritized for purchasing technologies and contracting 

services that are privacy-friendly, such as in Spain or in Brazil. Being free is often the main 

reason for choosing some technologies. In these cases—always considering the best interest of 

the child and the legal frameworks described in this thesis—it is possible to envision a path that 

can assist in decision-making.  

1103. The first step that should be applied to any decision by states or schools (whether the 

product/service is free or not) is to analyze whether the technology is indeed necessary for the 

specific context. If the desired outcome can be achieved without technology or through 

applications with simpler algorithms or that require less personal data, these should be 

prioritized. The availability of technologies should not inevitably lead to their implementation, 

and a potential “modernization” of education should not be pursued for its own sake. This also 

includes analyzing their effectiveness, efficiency, and added value more generally (Smuha, 

2023b, p. 133), taking into account a holistic analysis of their effects on education and on 

children’s rights. This could be carried out, for instance, by leveraging CRIAs methodologies. 

The choice of technology must always be evidence-based and use the best interest of the child 

as a precautionary principle. Considering all their specificities, children should not be used for 

experiments of which we do not know the real consequences. 

1104. Following this assessment, and considering the actual necessity of the technology for 

the specific context, a shift in mindset must begin to take place within the public sector. It must 

begin to see itself as a purchaser oriented towards the public good. This entails understanding 

the true underpinnings of the technology, including its business model, and recognizing the 

value it derives when offering its services free of charge. If a company benefits from future 
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customers despite not receiving direct payment, it means it has an underlining interest in 

offering the service. The public sector should leverage this dynamic in negotiating more 

favorable contracts that prioritize the best interests of the child, including opting for technology 

with privacy-friendly business models. Selling products or providing services to public 

educational institutions should be regarded as a privilege accompanied by significant 

responsibility, meaning that edtech companies should adhere to minimum legal and ethical 

standards (Hillman, 2022). 

1105. Apart from procurement, States can also use their resources to directly foster, develop, 

or improve (core) digital infrastructure in order to make sure they are digitally sovereign and 

less dependent on external providers. This is aligned with need to transcend data universalism. 

The discourse around big data and datafication tends to homogenize social-economic and 

political contexts, overlooking cultural nuances. Viewing technologies as social-technical 

artifacts prompts an understanding that although opposing homogenization must be global in 

framing, solutions must be local. 

1106. An interesting type of investment is related to using open standards and open-source 

software, as well as technology that promote privacy, democratic participation and human 

centrality by design (Herlo; Ullrich; Vladova, 2023). Apart from being less expensive to 

implement, they provide extra means of auditing not available in proprietary technologies. This 

also means fostering the development of technology by and for the community which will 

directly use it based on their needs. An interesting example in this regard is the Brazilian 

Homeless Worker Movement (Movimento dos Trabalhadores sem Teto – MTST). The 

movement has an internal group focused on digital technology, which aims not only to empower 

participants to become self-sovereign in relation to technologies but also to choose and apply 

technologies that can address the movement’s most immediate issues with autonomy and 

minimal side effects (Grohmann, 2023; Núcleo de Tecnologia do MTST, 2023). 

1107. States have also the power and the duty to properly legislate on the issue of edtech and, 

especially, AIED. This includes not only demanding privacy-friendly design, but also 

understanding how AI systems affect data control and questioning the sufficiency of the current 

legal and policy framework to deal with the economic and political structures enabling data 

commodification. It also encompasses restricting business models that can harm human dignity 

and human rights, especially concerning the most vulnerable groups. This should particularly 

consider the social-economic specificities of each state, which can affect the possibilities of 

enforcement and success of the legislation (Arora, 2019). 
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1108. Finally, critical thinking and digital literacy of teachers and students should be fostered 

through training and implementation of specific measures in school curricula. Understanding 

and properly using digital technologies have become a prerequisite for participation in society 

and the exercise of fundamental rights. It serves a dual purpose of protecting children’s rights, 

and enabling their participation, equipping them with the necessary tools to navigate the online 

environment. 

1109. Therefore, learning about how technologies function, as well as who the actors and 

interests behind them are, is essential for nurturing citizens who are critical and engaged in 

society. This should certainly be seen as a crucial step, but its value is limited if the preceding 

measures are not taken. As individuals, there is little one can do in the face of the power of 

certain edtech companies, so the most significant decisions regarding technology and data 

governance must be made collectively. 

1110. When it comes to edtech companies, they should be seen as the ones to bear the primary 

responsibility for children’s data protection. We have seen throughout the thesis, for example, 

that the design of learning platforms often resembles those of social media, based on 

maximizing data processing, and the recommendation of content based on what the student has 

previously engaged with (5Rights Foundation, 2023). We have also seen that edtech industry 

often markets its products to schools based on unsubstantiated success metrics and insinuating 

misleading effectiveness rates (American Civil Liberties Union (ACLU), 2023).  

1111. These are only a few examples of situations that are deliberate, mostly due to 

commercial imperatives, and that can cause harm to children’s rights. The best interest of the 

child imposes a duty to adhere to ethical and legal standards to deliver the best learning 

experience possible to children. Practices that are not aligned with it should be abandoned, 

recalibrated, or redesigned to meet children’s real needs (5Rights Foundation, 2023). 

1112. This is the tone given by the USA Federal Trade Commission (FTC) in its most recent 

Notice of Proposed Rulemaking (NPRM) that proposes changes to the Children’s Online 

Privacy Protection Rule (COPPA Rule). According to the FTC Chair Lina M. Khan, children 

should be able to play and learn in the digital environment without being tracked by companies 

that seek to monetize their personal data (Federal Trade Commission (FTC), 2023).  

1113. The proposal places affirmative obligations on service providers, shifting the burden 

historically placed on parents. Some of the changes to the rule proposed by the FTC are directly 

related to edtech and include a prohibition on commercial use of children’s data, including for 
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the development of different services (Federal Trade Commission (FTC), 2023; Vance; Sexton; 

Kalpos, 2023). Others are more general such as a prohibition against conditioning a child’s 

participation on collection of personal information, limits on nudging kids to stay online and 

the requirement of a separate opt-in for targeted advertising. 

1114. As a society, including state agents, businesses, families we must approach the topic 

discussed in this thesis with the gravity it warrants. The success of future generations hinges on 

the actions taken by today’s adults on their behalf, and we have yet to fully grasp the breadth 

of the long-term effects that data-driven digital ICT will have on children’s rights. More 

significantly, today’s children will inhabit an increasingly interconnected world dominated by 

digital technologies, particularly AI. In this landscape, the boundaries between human-created 

and machine-created becomes increasingly blurred, as well as what is true or false. The most 

important decisions about children’s lives will very often be made based on what data say about 

them.  

1115. What we allow to be applied and developed today will shape how younger generations 

navigate the complex problems of the world we are entrusting to them. We must take charge of 

technological development to ensure it is evidence-based and human-centric. Instead of us 

becoming dependent on and serving technology (and technology companies), technology 

should serve the purposes we have collectively defined. 
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